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Introduction
As part of the Work Item on Integrated Access and Backhaul for NR [1], 3GPP has agreed to support solutions for efficient operation of integrated access and wireless backhaul for NR including the following requirements:
· [bookmark: _Hlk530593150]Specification of signalling for L2 transport and resource management [RAN2-led, RAN3, RAN1]:
· [bookmark: _Hlk530558816][bookmark: _Hlk530558350]Specification of RRC and F1-AP procedures and messages for: the setup and release of IAB-nodes; configuration of adaptation layer at the IAB-nodes and IAB-donor DU; configuration of BH RLC channels, QoS information, routing tables, bearer-mappings; configuration of means for network synchronization; and configuration for sharing of time-domain resources among backhaul and access links (see physical layer specification). 
· Specification of an IP address allocation mechanism for the IAB-nodes [RAN3]. 
· Specification of enhancements to bearer context setup/release procedures to support flow QoS across multiple hops. 
· Specification of signalling to enable aspects of radio-aware scheduling on IAB-nodes and IAB-donor DUs (e.g. as discussed in TR 38.874 clauses 8.2.4.2-3).
· Specification of enhancement for uplink resource request procedure and related signalling to enable low latency uplink data scheduling. 
· [bookmark: _Hlk531256143]Specification of BH RLF handling (e.g. downstream BH RLF notification).
In order to support efficient, and optimized operation, resource coordination and radio-aware scheduling mechanisms should be supported for IAB. This contribution analyses the requirements for IAB node coordination in different areas including discovery and measurement and time/frequency resource and the introduction of a scheduling benefit metric.
Resource Partitioning and Coordination for IAB
An example of a network with integrated access and backhaul links is shown in Figure 1 below. The operation of the different links may be on the same or different frequencies (also termed ‘in-band’ and ‘out-band’ relays). Each IAB node has both DU functionality as well as MT functionality. The relay is connected to an IAB node of a higher hop order as a MT, while the IAB node serves MTs inside IAB nodes of lower hop orders or its own access UEs.
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Figure 1: Integrated access and backhaul links 
In addition, for in-band operation IAB nodes are assumed to operate with a half-duplex constraint as shown in Figure 2, which means they can only do the following at any given time:
1. Receive on the access link (UE to IAB node) and/or backhaul link (IAB node to IAB node) 
2. Transmit on the access link and/or backhaul link 
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Figure 2: Half-duplex constraint at the relay
[bookmark: _Toc520296460]The remaining sections of this document focus on requirements and solutions for coordination across IAB nodes to enable efficient multiplexing of backhaul and access links operating on the same frequency to accommodate half-duplex constraints and avoid/mitigate interference, taking what was captured in TR 38.874 as a starting point [2]:
Mechanisms for scheduling coordination, resource allocation, and route selection across IAB-nodes/IAB-donors and multiple backhaul hops were studied, including the following aspects:
-	Distributed or centralized coordination mechanisms;
-	Resource granularity, adaptation period, and enhancements to existing mechanisms for the required signalling (e.g. slot or symbol-level or TDD configuration pattern) provided to the IAB-node;
-	Explicit or implicit indication of the resources;
-	Exchange of L1 and/or L3 measurements between IAB-nodes;
-	Exchange of topology related information (e.g. hop order) impacting the study of the backhaul link physical layer design;
-	Resource (frequency, time in terms of slot/slot format, etc.) coordination which is faster than semi-static coordination and the indication of resources within the configuration which can be dynamically and flexibly used for different links, including:
-	The need to consider the scheduling delay, IAB-node processing delays, or information required to be available for the use of flexible resources;
-	Mechanisms to schedule flexible resources (e.g. GC-PDCCH).

Radio resource and frame structure coordination
A key advantage of IAB is that backhaul and access are integrated and multiplexed in the scheduler, allowing very dynamic resource allocation between the backhaul and access links (in both DL and UL directions). Even though the IAB relay node consists of two logical nodes each with its own protocol stack, the physical transceiver is shared between them. In other words the PHY of the MT and the PHY of the DU run on the same transceiver systems. The backhaul link and the access link can therefore be multiplexed in the following manner: 
1. Time Division Multiplexing: The access link and the backhaul link are time multiplexed with each other. This implies that MT PHY and DU PHY are not active simultaneously. 
2. Frequency Division Multiplexing: The access link and the backhaul link are active at the same time but on different frequency resources, e.g. on separate CC or on separate PRB on the same CC. 
3. Spatial Multiplexing: The access link and the backhaul link are active at the same time on the same frequency resources. This case further be divided in to the two following cases: 
a. Intra Panel SDM: The access and backhaul use the same panel but different spatial layers
b. Inter Panel SDM: The access and backhaul use different panels
For example, when the donor gNB (hop 0) sends DL transmissions to the IAB node of hop order 1, said IAB node is receiving, hence it can schedule its own access UEs in the UL. Alternatively, a second order IAB node can transmit to the first order relay node when the latter is receiving from the donor node (hop 0). This implies coordination to enforce a staggered frame structure across hops as shown in Figure 3.
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Figure 3: IAB frame structure
To achieve this type of frame structure configuration, the available DL/UL resources shared between access and backhaul links at a given IAB node - especially the hardware is shared between the MT and DU (e.g. same panel or same RF chain) need to be coordinated across the network topology, and can be further optimized depending on traffic load variations or radio measurements and scheduling benefit metrics as discussed in the next section.
Proposal 1: IAB should support coordination for the partitioning of time/frequency resources across multiple backhaul hops based on radio measurements and traffic load using new or existing signalling mechanisms (e.g. F1 or RRC messages). 


Scheduling Metric for QoS Enforcement
Consider a multi-hop IAB relay architecture, where a UE accesses a serving IAB node, which then connects via IAB links to other IAB nodes to reach the IAB donor. This architecture is demonstrated in Figure 4 [2].
Data generated at a UE in Figure 4 must propagate through the network in a timely manner, subject to QoS of radio bearer established by the CU. For architecture 1a, the adaptation layer is to provide QoS-enforcement by the scheduler on DL and UL on the wireless backhaul link [2]. In a multi-hop IAB-network, there is a scheduler in the DU for each IAB-node. 



Figure 4: Example SA IAB architecture
Observation 1: Successful propagation of UE UP data relies on multiple scheduler decisions.
All UE UP data arriving at the MT of an IAB-node must leave the IAB-node from the DU. To balance the transmission of data and optimize the scheduling, the parent IAB-node should have information beyond buffer status to prioritize bearers, subject to other QoS constraints. This concept has been used in 3GPP prior for CoMP in the X2-AP specification. A signed integer is exchanged to indicate the cost or benefit of CoMP hypotheses. Such a concept can be used to inform parent IAB-nodes of bearer status downstream.
Additionally, the scheduling of data for the DL IAB transmission (backhaul link to child node or access link) resides at the IAB-donor or IAB-node, while scheduling of data for the UL IAB transmission (backhaul link to parent node) is scheduled by the parent IAB-node. If a certain UE or downstream IAB-node is aggressively scheduled in the UL by the IAB-node, the parent-IAB node can be notified to provide load balancing.
Furthermore, there could be situations in which the scheduler at the parent-IAB node may not have all the information needed to make appropriate scheduling decisions for different bearers/RLC channels across multiple child-IAB nodes. For example, if the backhaul link to one child-IAB node supports three UE bearers with 1:1 mapping to RLC channels, and a second child-IAB node supports three UE bearers with 3:1 mapping to a single RLC channel, the scheduler at the parent-IAB node may see four RLC channels, and a normal proportional-fair metric for each RLC channel may not translate into more scheduling opportunities for the RLC channel that multiplexes three UE bearers. For such and other examples, it may be useful to provide some benefit metric from child-IAB nodes to parent-IAB nodes to allow the parent-IAB node to provide appropriate weighting of bearers as well. In addition, such a benefit metric could incorporate link quality across multiple hops for a given route, based on CSI or RRM measurements for example.
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Figure 5: Comparison of access user throughput with or without radio-aware scheduling weights at IAB nodes/donors

Figure 5 illustrates the benefit of providing information about the downstream topology and access/backhaul link radio conditions at the schedulers of higher-up IAB nodes or donor nodes. System simulations based on assumptions in the IAB TR [1] are used to compare the case where the PF metric at each parent node is only based on the reported feedback of the directly connected child nodes with the case where the PF metric is computed with additional weights applied depending on the number of descendent nodes (e.g. including grandchildren) and the ratio of the backhaul link(s) RSRP to the eventual target UE’s access link RSRP. 
The results in Figure 5 show the significant benefits of this form of radio-aware scheduling, especially for the lower and median ranges of the L2 throughput distribution. The gains are mainly derived from the new ability for the higher-up node in the topology to be able to prioritize routes which may suffer significant congestion due to a large number of downstream nodes or large variances between the access and backhaul link quality which cannot be directly derived by the intermediate IAB node’s or donor node’s feedback from its serving links, but is instead provided by tunnelling the feedback or just the values of the weights to be applied in the PF scheduling via the adaptation layer.
Proposal 2: The adaptation layer should support a benefit metric to communicate weighting of bearers/RLC channels between schedulers of different IAB-nodes which can also take link quality of different routes into account.

Conclusion
This contribution discussed requirements and solutions for coordination of radio resources for IAB related to route selection and scheduling. While details of the configurations are still being discussed, it is important for the overall IAB architecture to be designed from the beginning with support for both IAB-node internal coordination (e.g. half-duplex constraint) and IAB network-level coordination (e.g. measurement for end-to-end route selection). 
The following proposals were made: 
Proposal 1: IAB should support coordination for the partitioning of time/frequency resources across multiple backhaul hops based on radio measurements and traffic load using new or existing signalling mechanisms (e.g. F1 or RRC messages). 
Proposal 2: The adaptation layer should support a benefit metric to communicate weighting of bearers/RLC channels between schedulers of different IAB-nodes which can also take link quality of different routes into account.
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