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1. Introduction
Rel-16 MTC WID [1] has an objective to enhance the scheduling operation:  
· Specify scheduling multiple DL/UL transport blocks with or without DCI for SC-PTM and unicast [RAN1, RAN2]

· Enhancement of SPS can be discussed.

This contribution studied multi transport blocks (TBs) scheduling for unicast.  Specifically, these topics were studied:

· Increasing the number of TB per Grant

· Benefits of interleaving TBs
· Multi-TB Grant design optimizations
2. Increasing the number of TB per Grant

The NPDCCH savings, SNR gains (if interleaving is supported) and speed improvements that can be obtain by using multi-TB grants (MTBG) is directly proportional to the number of TB that can be scheduled by one MTBG so increasing this beyond the limit of 2 HARQ process would be beneficial.  The following applicable agreements were made in RAN1#95:

For unicast, when multiple DL/UL transport blocks are assigned by a single DCI, the relationship(s) between HARQ process and TB is/are selected from the following two candidates (multiple choices are allowed)

· Relationship 1: 1 HARQ process corresponds to 1 TB

· Relationship 2: 1 HARQ process corresponds up to 2 TBs
Maximum UL HARQ process supported is 2.

Maximum DL HARQ process supported is 2. 

Confirm the working assumption that for UE supporting multiple TBs, the soft buffer size stays the same as that of the legacy UE.
In RAN1 #95 Two tdocs [3-4] described two methods (SPS like Scheduling and Splitting TB) to support “Relationship 2”. The following two section discuss these two methods.
2.1. SPS Like Scheduling 
This method is defined in Samsung [3] section 2.2 which proposes to have DCI feedback (e.g. ACKs/NACK) in pre-defined gaps between the two TBs. 

DL Method: 
For the DL, [3] proposes to have ACK feedback between the two TBs and if an ACK is not sent or is not decoded the the eNB resends the TB error.  In other words, the TB that will be sent is dynamic and resources that are allocated by the grant are dynamic (i.e. depends if TB is received correctly or not). The figure below depicts this procedure:
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The above procedure is complex and would be significant specification and implementation work to define the ACK, the timing, and to handle all errors cases.  As seen from looking at the difference between case 1 and 2, the resources that are allocated by the eNB are different and not known at the time the Grant was sent which complicates the eNB scheduler.  This method doesn’t materially increase the data speeds and may lower the data rate if the gap between the two TBs is large. The gains in NPDCCH efficiency depend on the increase in the size of the MTBG vs the STBG and how often MTBG are used thus the gains are unproven (as shown in section 4.1). 
UL Method:
The UL method requires NACKs to be sent between the two TBs. If a NACK is decoded by the UE, the UE resends the TB otherwise a new TB is sent. The figure below depicts this procedure:
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The above procedure is complex and would be significant specification and implementation work to define the NACK, the timing, and to handle all errors cases.  As seen from looking at the difference between case 1 and 2, the resources that are allocated by the eNB are different and not known at the time the Grant was sent which complicates the eNB scheduler.  This method doesn’t materially increase the data speeds and may lower the data rate if the gap between the two TBs is large. The gains in NPDCCH efficiency depend on the increase in the size of the MTBG vs the STBG and how often MTBG are used thus the gains are unproven (as shown in section 4.1).  

Observation 1: SPS like scheduling using MTGB will require large specification changes, increase eNB scheduler complexity, provide only a marginal increase in data speed, and the NPDCCH efficiency gains are unproven. 
However, the MAJOR issue with this approach is for case 3 when NACK is sent but not decoded by UE. The UE would have to re-transmit TB1 in SF#46 after TB2, TB3 and TB4 which means the UE must support 4 HARQs in the UL to use this mechanism.  This is against the agreement:

Maximum UL HARQ process supported is 2.

Observation 2: SPS like scheduling using MTGB in the UL will require > 2 HARQs which is against the agreement to have only 2 UL HARQ process. 
2.2. Splitting TB 
Tdoc [4] describes a procedure where large TBs are split into smaller TBs. In [4], a SNR gain of ~2dB was achieved when comparing one TB of 2536 bits vs 4 TBs of 680 bits each. The gain is mainly realized because the code rate of the 2536 TB is very poor at 0.84 where the 680 bits TB has a good code rate of 0.46. The 4 TB of 680 bits would require approximately 5900 soft channel bits which is well above the NB1 limit of 2112. 
Observation 3: Splitting large TB into smaller TB cannot be supported by NB1 UES as this exceeds the soft buffer limit of 2112

How the multiple smaller TBs can be supported without increasing the number of HARQs is unclear from [4].  One possibility is that the HARQ feedback would need to apply to more than one TB (e.g. bundle the TB together) but this would be a fundamental departure from the tenants of how the NB-IOT HARQ process works today and would require significant changes to the specification and UE/eNB implementation. 
Observation 4: Supporting multiple smaller TB without increasing the number of HARQs would result in large specification and implementation effort. 
If the 2536 bits TB was broken into 2 TB of 1280 bits (i.e. 2 HARQs), this would result in a good code rate of 0.46 and would likely provide similar SNR gains as the 4 TB of 680 bits case. The 2 TB of 1280 bits case can already be supported by a NB2 UE that support 2 HARQs so the SNR gain of splitting TB is not realized for NB2 UE that support 2 HARQS.

Observation 5: Similar SNR gains achieved by splitting large TB into smaller TB can be achieved by NB2 UE supporting 2 HARQ. 

2.3. Conclusion
Given the concerns raised in the above sections WRT the two proposed methods (SPS like Scheduling and Splitting TB) which can support “Relationship 2: 1 HARQ process corresponds up to 2 TBs”, the following proposal is made:
Proposal 1:   For unicast, when multiple DL/UL transport blocks are assigned by a single DCI, 1 HARQ process corresponds to 1 TB

3. Scheduling of Repetitions 

How repetitions are schedule for MTBG is an open issue. The following down selection was agreed for LTE-M in RAN1 #95 but can be used as guidance in NB-IOT:

For the case of single DCI scheduling multiple transport blocks with repetitions, scheduling of transport blocks repetitions is down selected between:

· Option 1: All the repetitions for one transport block are contiguously scheduled in valid UL/DL subframes

· Option 2: The repetitions for one transport block are interleaved with repetitions of all the other transport blocks

· Option 3: Option 1 and 2 are supported and eNB configures among them.
Discussion:
The figures below show examples of interleaving 2 UL TBs repeated 4 times each:
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	Figure 1. Option 1 - Non-Interleaved TBs
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	Figure 2. Option 2 - Interleaved TBs


Option 2 (interleaving TBs) will introduce more time diversity (TD) and will provide a SNR gain but the time diversity is limited with two TB so introducing of gaps between repeats will improved performance of Option 2. The figure below shows the case of 2 TBs with the introduction of gaps:
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	Figure 1. Option 2 - Interleaved TBs


NPUSCH LLS were conducted to determine the SNR gain of option 2 (See appendix I for detailed simulation assumptions). The following table shows the SNR gains at the 10% BLER point for different cases:

Table 1. Interleaving Gain with Gaps
	Doppler Frequency
	Number of Repeats
	Number of TBs
	Gaps

(ms)
	Gain (dB)

	1 Hz
	8
	2
	0
	0.3

	1 Hz
	8
	2
	100
	0.9

	1 Hz
	8
	2
	200 
	1.8

	1 Hz
	8
	2
	400 
	2.2

	5 Hz
	8
	2
	0
	1.0

	5 Hz
	8
	2
	100 
	1.6

	1 Hz
	32
	2
	0
	0.6


· Interleaving transport blocks provides a large SNR gain 
· Interleaving saves more resources on NPUSCH then MTBG on NPDCCH
· The SNR gain with gaps provides the best SNR gains

Companion LTE-M tdoc [5] provides more details on UE/eNB complexity, and cyclic repetition design which equally apply to NB-IOT with the following major observations:
Observation 6: There is no increase in the peak soft buffering requirements nor any increase in the peak turbo decoding requirements when interleaving TBs. 
Observation 7: Cyclic repetition can still be supported when interleaving TBs

Based on the above discussion and observations the following proposal is made:

Proposal 2:   For the case of single DCI scheduling multiple transport blocks with repetitions, the repetitions for one transport block are interleaved with repetitions of all the other transport blocks
4. Multi-TB Grant (MTBG) Design

4.1. NPDCCH Efficiency vs Multi-TB Grant (MTBG) Size 

Issue: One of the motivations to support MTBG is to reduce MPDCCH resources, but there is a potential problem if the size of the MTBG grows too large. If the multi-TB grant (MTBG) grows, the single TB grant (STBG) will have to be padded and grows as well to avoid any UE blind decoding.  If the MTBG is not used all the time, this may in fact increase MPDCCH resource usage – the opposite of the motivation. What is the target size for the MTBG and when does it become less efficient than single grants are an open design questions.

Discussion:
For example, assuming legacy single TB grant (STBG) size is 35bits, MTBG adds 24 bits, MTBG are used 50% of the time, and 4 TBs are schedule with a MTBG, then the average number of bits per TB is calculated as:

Normal scheduling:   
35 bits per TB

MTBG Scheduling:  
(35+24)*0.50 + (35+24)/4*0.50= 37 bits per TB

Meaning that MTBG use MORE pdcch resources than legacy STBG.

The following figure expands on this by showings the minimum amount of time a MTBG must be used vs the increase MTBG size for there to be NO increase in PDCCH resource usage:
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Figure 9:  Minimum MTBG usage for a given increase in DCI Size
As seen from the above figure, a large increase MTBG must be justified by higher MTBG usage otherwise it become less efficient than legacy STBG. Given MTBG will likely only be used for larger application data and the control plane messages will still use STBG, a MTBG usage design target should at most 20% usage. Switching between STBG and MTBG will require RRC re-configurations which is not efficient. With 20% MTBG usage as the design target, the MTBG should NOT increase by more than ~4 bits if 2 TB are schedule per MTBG. 

Observation 8: To ensure the MTBG feature saves NPDCCH resources, the size of the MTBG should not grow by more than a ~4 bits.

4.2. Retransmissions

One of the main decisions that need to be made is how retransmission will be handled. This was captured in the LTE-M (not NB-IOT) RAN1#95 chairman notes but applies to NB-IOT as well:
For next meeting

For unicast when multi-TBs are scheduled, companies are encouraged to bring in DCI designs which can support

1. scheduling of initial and retransmission TBs within one DCI

2. scheduling of initial TBs within one DCI, and retransmissions with one DCI

3. scheduling of initial TBs within one DCI, and retransmission can only be scheduled by individual DCI

RAN1 tries to make a decision on which case is specified in the next meeting based on the trade-off between DCI overhead and scheduling flexibility comparisons of the three cases.
This section discusses the three options.

Option 1: Scheduling of initial and retransmission TBs within one DCI

For this option, at least the following fields need to be duplicated for each HARQ (i.e. X 8 for CE mode A and X 4 for CE mode B).

· RV – 1 bits

· New Data Indication – 1 bit

· MCS (ITBS) = 4 bits

· Number of RUs – 3 bits 

For this option, the MTBG will require an extra 9*2=18 bits. This is way above the goal to only add ~4 bits compared to single grant DCI. 

Option 2: Scheduling of initial TBs within one DCI, and retransmissions with one DCI

For this option, the RV, NDI, MCS and number of RUs can be the same for all TB which save a lot of bit but the downside of this approach is that more DCIs are needed when there is a block error.  The amount of PDCCH resource used depends on how often MTBG are used versus single grants and the iBLER.  For example, assuming MTBG are used 50% of the time, 2 TB are scheduled, iBLER is 10% (i.e. option 2 needs 1 addition MTBG for the retransmission), a legacy single TB grant (STBG) size is 35bits, Option 1 MTBG adds 18 bits, and Option 2 MTBG adds 4 bits, then the average number of bits per TB is calculated as:

Normal scheduling:   
35 bits per TB

MTBG Option1:  

(35+18)*0.50 + (35+18)/2*0.50=40  bits per TB 

MTBG Option2:  

(35+4)*0.50+1.2*(35+4)/2*0.50=31  26 bits per TB 

As seen from above, Option 2 MTBG uses fewer PDCCH resources than Option 1. 
Option 3: Scheduling of initial TBs within one DCI, and retransmission can only be scheduled by individual DCI
With iBLER of around 10%, it will be rare that more than 1 TB needs to be reschedule so option 2 and option 3 will perform similarly. However, studies shown that the optimal transmission power is achieve with very high iBLER rates of ~50% where option 2 will perform better when more than 1 retransmission maybe needed.
Based on the above discussion, the following observations can be made:

Observation 9: Option 1 will require 18 bits more than the other options.

Observation 10: Option 2 always use less PDCCH resources than option 1.

Observation 11: Option 2 always use less PDCCH resources than option 3.

Given the above discussion, the following proposal is made:

Proposal 3:   Choose Option 2: Scheduling of initial TBs within one DCI, and retransmissions with one DCI is specified.

4.3. Parameter values the same for all TBs
Issue: Which of the following parameter values should be the same across all the TBs is an open issue:
· MCS, Number of RUs, RV, Repetition number, resource assignment
With the above proposal to not support initial and retransmission in the same MTBG,  the RV, New Data Indication, Repetition number, Number of RUs and MCS fields can be the same for all TB in a MTBG so the following proposal is made:

Proposal 4:   For UL and DL multi-TB grants, the RV, New Data Indication, repetition number, Number of RUs, and MCS fields are the same across all TBs 
5. Conclusions
Increasing the number of TB per Grant

Observation 12: SPS like scheduling using MTGB will require large specification changes, increase eNB scheduler complexity, provide only a marginal increase in data speed, and the NPDCCH efficiency gains are unproven. 

Observation 13: SPS like scheduling using MTGB in the UL will require > 2 HARQs which is against the agreement to have only 2 UL HARQ process. 

Observation 14: Splitting large TB into smaller TB cannot be supported by NB1 UES as this exceeds the soft buffer limit of 2112

Observation 15: Supporting multiple smaller TB without increasing the number of HARQs would result in large specification and implementation effort. 

Observation 16: Similar SNR gains achieved by splitting large TB into smaller TB can be achieved by NB2 UE supporting 2 HARQ. 

Proposal 5:   For unicast, when multiple DL/UL transport blocks are assigned by a single DCI, 1 HARQ process corresponds to 1 TB

Scheduling of Repetitions
· Interleaving transport blocks provides a large SNR gain 

· Interleaving saves more resources on NPUSCH then MTBG on NPDCCH

· The SNR gain with gaps provides the best SNR gains

Observation 17: There is no increase in the peak soft buffering requirements nor any increase in the peak turbo decoding requirements when interleaving TBs. 

Observation 18: Cyclic repetition can still be supported when interleaving TBs

Proposal 6:   For the case of single DCI scheduling multiple transport blocks with repetitions, the repetitions for one transport block are interleaved with repetitions of all the other transport blocks

Multi-TB Grant (MTBG) Design

Observation 19: To ensure the MTBG feature saves NPDCCH resources, the size of the MTBG should not grow by more than a ~4 bits.
For unicast when multi-TBs are scheduled, companies are encouraged to bring in DCI designs which can support

1. scheduling of initial and retransmission TBs within one DCI

2. scheduling of initial TBs within one DCI, and retransmissions with one DCI

3. scheduling of initial TBs within one DCI, and retransmission can only be scheduled by individual DCI

Observation 20: Option 1 will require 18 bits more than the other options.

Observation 21: Option 2 always use less PDCCH resources than option 1.

Observation 22: Option 2 always use less PDCCH resources than option 3.

Proposal 7:   Choose Option 2: Scheduling of initial TBs within one DCI, and retransmissions with one DCI is specified.

Proposal 8:   For UL and DL multi-TB grants, the RV, New Data Indication, repetition number, Number of RUs, and MCS fields are the same across all TBs 
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Appendix I
LLS Assumptions
	Parameter
	Value

	Antenna configuration
	1x2, low correlation

	UE Tx Power
	23 dBm

	Transmission BW
	1 Full PRB

	Band
	Band 8 (900 MHz)

	Channel model 
	ETU

	Doppler spread 
	1 and 5 Hz

	Carrier frequency offset
	Uniformly distributed +/- 30 Hz

	IRU
	3

	Cross SF Channel estimation
	11 SFs unless otherwise specified

	TBS
	1000 bits


Design Target








