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1	Introduction
According to the NOMA WID [1], the SI contains the following receiver design aspects:
1.2  Receivers for non-orthogonal multiple access: [RAN1, RAN4] 
· MMSE receiver, successive/parallel interference cancellation (SIC/PIC) receiver, joint detection (JD) type receiver, combination of SIC and JD receiver, or other receivers
· The study should consider performance, receiver complexity, etc.
In RAN1#92bis, the following agreements were made:
Agreements: 
Adopt Figure 1 as the general block diagram of multi-user receiver for UL data transmissions.
· The algorithms for the detector block (for data) can be e.g. MMSE, MF, ESE, MAP, MPA, EPA. 
· The interference cancellation can be hard, soft, or hybrid, and can be implemented in serial, parallel, or hybrid.
· Note: the IC block may consist of an input of the received signal for some types of IC implementations
· The interference cancellation block may or may not be used. 
· Note: if not used, an input of interference estimation to the decoder may be required for some cases.
· The input to interference cancellation may come directly from the Detector for some cases
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In RAN1#93, the following was agreed regarding receiver complexity evaluation: 
Agreements:
· In performing performance evaluation, companies should provide analysis of receiver complexity. Particularly (with details FFS):
· Detector complexity 
· Decoding complexity
· Interference cancellation complexity, if any
· Number of iteration(s), if any
· Other receiver optimization, if any
· Complexity for the preamble/DMRS detection
· Memory requirements
· Latency
· FFS which simulation cases to be selected for evaluation
· Discuss further next meeting potential template capturing the complexity analysis, especially regarding the level of details in the analysis

In RAN1#94, it was further agreed that receiver complexity evaluation should use the following framework: 
Agreements:
· The following table for computation complexity analysis of the receiver as the starting point, entries can be updated until RAN1#94bis. […] The impact factor is to be estimated based on the analysis of computation, memory size, hardware and software implementation, etc. 
· If/How and which entries are to be combined/compared in order to get the total complexity estimate is FFS. 
· Companies may provide the impact factor
· The impact factor is for each cell 
· The rows in the above table are subject to potential re-finement, e.g., adding new row(s), merge some rows, etc.
· Note: the numbers may or may not be a function of UL waveform
· FFS whether or not to add row(s) for memory blocks

[bookmark: _Hlk528765703]In RAN1#94b, it was also agreed to capture the Tables 9 and 8 of [3] in the TR 38.812: 
Agreements:
· Table 8 (and its sub-tables & notes) and Table 9 in R1-1811938 are agreed
· To be captured in 38.812

This contribution provides a detailed implementation agnostic complexity analysis of MMSE-based reception for NoMA deployments. The following MMSE-based receivers are considered: i) Linear Minimum Mean Square Error (LMMSE); ii) Symbol Level MMSE-SIC (SL-MMSE-SIC); iii) Codeword Level-MMSE-SIC (CWL-MMSE-SIC); iv) Symbol Level-Iterative MMSE (SL-I-MMSE); and v) Codeword Level-iterative-MMSE.

[bookmark: _Ref178064866]2	Discussion
The family of the MMSE-SIC based receivers is a good compromise between non-linear interference mitigation ability and limited incremental complexity and design effort compared to the baseline MU-MIMO MMSE receiver. At each detection stage, single-user detection is performed. The linear receiver is complemented with covariance matrix inverse update, regeneration and subtraction. In contrast to iterative approaches, each user is still decoded only once. The performance results in [2] indicate that symbol-level MMSE-SIC can realize performance improvements, approaching the achievable gains, using the WSMA SS scheme.
2.1 	MMSE Based Reception for NoMA Deployments
In a symbol level spreading NoMA deployment with  UEs and a gNB with  antennas, the received signal of the -th antenna of the gNB, over the  used REs, is given as:

where,  is the Hadamard product;  is a  vector which represents the wireless channel between the -th  UE, , and the -th receive antenna, , for the for the  used REs;  is the Spreading Sequence (SS) used by the -th UE;  is the transmitted symbols of the -th UE; and  is the noise experienced by the -th antenna. In a matrix form, (1) can be re-expressed as:

where, , , and, . Therefore, the  accumulated received signal from all receive antennas can be written as:

In (3), it holds that, , , and . From (3), an efficient approach for recovering the elements of , and consequently the binary information that they are representing, is the elimination/mitigation of the effect of the effective channel  . This can be done in a linear or non-linear fashion. The selection of a specific method establishes a trade-off between performance and complexity. This contribution focuses on the well-known family of MMSE based receivers. In particular, below the following receivers are presented: i) LMMSE, ii) SL-MMSE-SIC, iii) CWL-MMSE-SIC, iv) SL-I-MMSE, and v) CWL-I-MMSE. The corresponding complexity analysis of these receivers is given in Section 2.2.
For LMMSE reception, once the receive signal, , is available, it is linearly process as given below:

where,

is the LMMSE receiver and, 

is the signal covariance matrix. Given that the inter-UE interference is eliminated from as shown in (4), the soft information can be obtained for each UE. The soft information consequently can be used by a LDPC decoder for extracting the uncoded information bits.
The performance of the LMMSE receiver can be enhanced if a Successive Interference Cancellation (SIC) approach is used. In particular, the combination of a SIC approach with the LMMSE receiver results in the well-known MMSE-SIC receiver which can be applied either in symbol or codeword level. The basic idea of a MMSE-SIC receiver is to undertake a per UE detection in  stages. Here, , is the number of the concurrently transmitting UEs. In each of the previous stages, the transmitted information for a specific UE is extracted. Note that, in this process, the interference from the previously detected UEs is removed, while, the residual interference from the undetected UEs is treated as noise. The UEs with the highest receive SINR are detected first such that the effect of error propagation is minimized. Note that a SL-MMSE-SIC receiver uses soft information for the reconstruction of the interference which corresponds to the previously detected UEs. In contrast, a CWL-MMSE-SIC receiver deploys a process which involves an additional LDPC encoder in addition to the already existing LDPC decoder for reconstructing the interference to be removed from the received signal. 
In order to exemplify the incremental impact of NOMA reception on top of a MU-MIMO receiver, Figure 1 depicts the relevant processing stages for a 3-user example. Blocks with white background are present in the MU-MIMO MMSE receiver. Blocks with orange background are added to support SIC for NOMA reception. The dotted lines as input to the regeneration block correspond to the symbol-level SIC configuration, bypassing the decoding step which belong to the CW-Level MMSE-SIC receiver.
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Figure 1. MMSE-SIC RX for NOMA
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* Note that the boxes of “Signal covariance and weights computation” in User 2 and 3 include also the process of exclusion of the channel elements that belong to the previously detected users. This process imposes only a negligible complexity increase.
The observation of Figure 1 shows that, in MMSE-SIC based reception, the additional complexity originates from:
· Recomputing the covariance matrix and combining weights after removing a previously decoded user.
· Re-encoding the decoded user for the CW-level MMSE-SIC reception
· Detecting the symbols which correspond to the encoded bits for the symbol-level MMSE-SIC reception.
· Signal regeneration of the user
· Subtraction of the user’s signal
· Some general RX architecture impact due to signal flow dependencies, shared memory access, etc.
(It can be shown that the MU-MIMO weight computations in terms of per-user combining weight processing is computationally equivalent to matrix multiplication in conventional multi-user or multi-layer notation.)
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The MMSE-SIC receiver should detect users in a certain order. This order can be determined based on strongest received signals, or, in general, based on the highest decoding margins. An MMSE-SIC receiver at the gNB can determine that order autonomously, without requiring dynamic MCS adjustment or decoding order assumptions from the individual transmitting UEs. The order may be determined based on e.g. the qualities of the associated DMRS for each user.
The family of iterative MMSE-based receivers includes receivers which aim to increase the performance of MMSE-SIC reception by allowing additional complexity from iterating over some of the most computationally complex parts of an MMSE-SIC receiver. In particular, an iterative MMSE-based receiver is composed of an initial MMSE estimate of the transmitted symbols followed by multiple parallel iterative processing stages. The objective of the initial MMSE estimate is to produce the initialization values for the symbols to be detected in the next iterative stage. The implementation of the of the initial MMSE estimate can be undertaken using the conventional LMMSE receiver. Figure 2 present a deployment of a SL-I-MMSE receiver for 3 UEs, while, Figure 3 presents a deployment of a CWL-I-MMSE receiver for the same number of UEs.
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Considering the substantial incremental complexity incurred by joint/iterative structures (due to repetitive demodulation and decoding of all users), their performance gains must also be substantial in order to be attractive in gNB implementation.
Note, that a detailed description, in the form of pseudo-code, of each of the previous receivers is given the following section. This is undertaken along with an elaborate complexity analysis for each one of the elementary operations of each receiver.
2.2	    Complexity Evaluation of the MMSE Family of Receivers
Given the agreed table structure for complexity comparison from the previous meetings, in this contribution, we aim to present the complexity estimates for the family of MMSE receivers. In particular, the provided analysis is for the: i) LMMSE; ii) SL- MMSE-SIC; iii) CWL-MMSE-SIC; iv) SL-I- MMSE ; and v) CWL-I-MMSE receivers. For the complexity comparison of the previous receivers, we use the following methodology. Each receiver is expressed in terms of pseudo-code. Furthermore, for each elementary operation of the provided pseudo-code, a complexity and memory estimate is obtained. The complexity estimate is given in the form of the exact number of complex operations whenever this is possible without using knowledge of any random parameters. An example of such a random parameter is the condition number of the effective channel matrix. Alternatively, the notation of the asymptotic  is used. Note that the asymptotic  should be used with care as it provides accurate results only in the asymptotic regime. Depending on a specific deployment, this might be or might be not the case for this study.
 Moreover, the complexity is derived assuming a standard implementation method with the minimum complexity. For example, for a matrix inversion, the Gaussian elimination is assumed. Also, whenever it is possible, the structure of the involved matrices/vectors is exploited for reducing the complexity.
Observation:
· The expression of the considered NoMA receivers in the form of pseudo-code of elementary operations enables a better understanding of these receiver and simplifies their complexity and memory evaluation.

Proposal:
· In the TR 38.812, the considered receivers should be provided in the form of pseudo-code of elementary operations. In this way, their complexity and memory requirements will be easier to be captured. Also, the future performance evaluations using simulation results will become transparent between different companies.
The memory evaluation is undertaken in terms of memory required for storing the complex result of each elementary operation. A more elaborate memory evaluation requires the knowledge of the memory requirement for executing an elementary operation of the provided pseudo-code. However, this is only possible for a specific implementation or a specific architecture. Thus, this is outside of the scope of this contribution.
Observation:
· An elaborate memory evaluation of each elementary operation of a considered receiver requires architectural knowledge which is implementation dependent.

Proposal:
· For an implementation transparent memory evaluation of each considered receiver, only the maximum memory required for storing the results of an elementary operation should be considered.

Note that, based on these assumptions, a coherent qualitative analysis is provided that is able capture issues relevant to standardization, while, at the same time it is implementation agnostic as only relatively generic implementations can be addressed within the context of standardization. Finally, it is emphasized that the provided analysis is given in terms of the parameters given in Table 1. The parameters given in Table 1 are the most important factors that determine the complexity of a MMSE-based NoMA receiver.

	Notation
	Description

	
	

	
	Number of a single antenna UEs

	
	Length of the spreading sequence

	
	Number of receive antenna ports in the gNB

	
	Size of the deployed constellation

	P
	Number of used PRBs

	
	Complexity of LDPC decoding

	
	Number of iterations for an iterative receiver


Table 1: Dominant parameters used in the provided complexity analysis.
The complexity evaluation of each of the considered MMSE-based receivers is given below, in Tables 2-6. In particular, each of the Tables 2-6 presents the pseudo-code of a given MMSE-based receiver. In these tables, for each line of the provided pseudo-code the following information is included: i) a description which connects the specific line of pseudo-code to a detailed component description as defined in the template agreed in the previous meeting; ii) the complexity of a specific line of pseudo-code when this line is invoked only once; iii) ) the complexity of a specific line of pseudo-code throughout the single complete execution of a MMSE-based receiver; and iv) the maximum memory required to store the result of the execution of a specific line of pseudo-code.
From Tables 2-4, it can be seen that there are certain lines of pseudo-code which their complexity is marginal. This is the case for the UE detection, encoded bit generation from the LLR values, LDPC encoding, remodulation for interference cancellation, deletion of a column from the effective channel  and information exchange for the considered iterative receivers.  In the first two cases, the UE detection is undertaken using a threshold sensing, while, in the next two cases the complexity is negligible as a look-up operation. The complexity of the last two cases is negligible as is does not involve any complex operations apart from memory operations.  In addition, the complexity of the channel estimation is characterized as “DMRS pattern, , and  dependent”. This is the case as, provided that the number of UEs is such that there is a number of sufficient orthogonal DMRS patterns, the estimation of the channel of each UEs is done without considering the effect of NoMA spreading. In this case, the DMRS pattern, the number of UEs, , and the number of used PRBS, , determine the channel estimation complexity (initial estimate and interpolation/extrapolation). The effect of NoMA spreading is considered in a later stage for calculating the effective channel matrix,  of all UEs. Note that the complexity of the channel estimation of the  UEs does not affect the relative comparison of the complexities of the considered receivers. This is the case, as the channel estimation process for the  UEs is the same for all considered receivers. Finally, the complexities of LLR calculation and LDPC decoding are expressed as  and , respectively. This is the case as they highly depend on a specific implementation. Here, as it can be seen, the complexity of the LLR calculation depends on the used constellation order .
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Note that, in order to make easier the comparison between the results of this contribution and [3], in the Appendix A, Table 7 connects the notation of this contribution with the corresponding notation of [3]. Also, Tables 8-12 presents the Table 2-6 using the notation of [3].
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	LMMSE Receiver

	Line
	Pseudo-code
	Detailed Component as Given in the Template
	Complexity per Iteration
	Complexity for all iterations
	Memory

	1:
	UE detection
	                                               
	marginal
	-
		

	2:
	Channel estimation for the K UEs
	Channel estimation for all users
	-
	DMRS pattern, ,  and dependent
	

	3:
	
	Construction of the effective channel matrix
	-
	
	


	4:
	

	Covariance matrix calculation
	-
	
	

	5:
	

	Demodulation weight computation
	-
	

	


	6:
	 
	RX combining
	-
	
	

	7:
	for 
	
	-
	-
	-

	8:
	             
	Soft information 
	
	
	

	9:
	             
	LDPC Decoding
	
	
	-

	10:
	end
	
	-
	-
	-

	11:
	return 
	-
	-
	-
	-


Table 2:Complexity Evaluation of the LMMSE Receiver


	
	
	Symbol Level MMSE-SIC Receiver

	Line
	Pseudo-code
	Detailed Component as Given in the Template
	Complexity per Iteration
	Complexity for all Iterations
	Memory

	1:
	UE detection
	                                               
	marginal
	-
	

	2:
	Channel estimation for the K UEs
	Channel estimation for all users
	-
	DMRS pattern, ,  and dependent
	

	3:
	
	Construction of the effective channel matrix
	-
	
	


	4:
	for 
	
	-
	-
	-

	5:
	         
	Covariance matrix calculation
	

	
	


	6:
	            
	Demodulation weight computation
	
 

	
	


	7:
	             
	UE ordering
	

	
	1

	8:
	             
	RX combining
	
	
	1

	9:
	             
	Soft information 
	
	
	

	10:
	             
	LDPC Decoding
	
	
	-

	
	             
	Remodulation for interference cancellation
	marginal (look-up table operation)
	marginal (look-up table operation)
	

	11:
	             
	Interference cancellation
	
	
	

	12:
	             
	
	marginal
	marginal
	

	13:
	end
	-
	-
	-
	-

	14:
	return 
	-
	-
	-
	-


Table 3: Complexity Evaluation of the SL- MMSE-SIC Receiver



	
	
	CW Level MMSE-SIC Receiver

	Line
	Pseudo-code
	Detailed Component as Given in the Template
	Complexity per iteration
	Complexity for all iterations
	Memory

	1:
	UE detection
	                                               
	marginal
	-
	

	2:
	Channel estimation for the K UEs
	Channel estimation for all users
	-
	DMRS pattern, ,  and dependent
	

	3:
	
	Construction of the effective channel matrix
	-
	
	


	4:
	for 
	
	-
	-
	-

	5:
	         
	Covariance matrix calculation
	

	
	


	6:
	            
	Demodulation weight computation
	
 

	
	


	7:
	             
	UE ordering
	

	
	1

	8:
	             
	RX combining
	
	
	1

	9:
	             
	Soft information 
	
	
	

	10:
	             
	LDPC Decoding
	
	
	-

	11:
	             LDPC_encoding()
	LDPC encoding
	marginal
	marginal
	-

	12:
	             
	Remodulation for interference cancellation
	marginal (look-up table operation)
	marginal (look-up table operation)
	

	13:
	             
	Interference cancellation
	
	
	


	14:
	             
	
	marginal
	marginal
	

	15:
	end
	
	
	
	

	16:
	return 
	
	
	
	


Table 4: Complexity Evaluation of the CWL- MMSE-SIC Receiver



	
	
	Iterative Symbol Level MMSE Receiver 

	Line
	Pseudo-code
	Detailed Component as Given in the Template
	Complexity per iteration
	Complexity for all iterations
	Memory

	1:
	UE detection
	                                               
	marginal
	-
	

	2:
	Channel estimation for the K UEs
	Channel estimation for all users
	-
	DMRS pattern, ,  and dependent
	

	3:
	
	Construction of the effective channel matrix
	-
	
	


	4:
	Initial detection of  using LMMSE
	-
	Table of Appendix 3.1.3.1
	Table of Appendix 3.1.3.1
	

	5:
	for 
	-
	-
	-
	-

	6:
	           exchange()
	Information exchange
	marginal
	marginal
	

	7:
	           for 
	-
	-
	-
	-

	8:
	                        
	Interference cancellation
	
	

	

	9:
	                      
	Covariance matrix calculation
	
	

	

	10:
	                        
	Demodulation weight computation
	

	

	

	11:
	                        
	RX combining
	
	
	

	12:
	                        
	Soft information 
	
	
	

	13
	                        
	Encoded bit generation
	marginal
	marginal
	-

	14
	                        
	Remodulation for interference cancellation
	marginal (look-up table operation)
	marginal (look-up table operation)
	

	15:
	             end
	-
	-
	-
	-

	16:
	end
	-
	-
	-
	-

	12:
	for 
	-
	-
	-
	-

	13:
	              
	LDPC Decoding
	
	
	-

	14:
	end
	-
	-
	-
	-

	15:
	return 
	-
	-
	-
	-



Table 5: Complexity Evaluation of the SL-I-MMSE Receiver






	
	
	Iterative Codeword Level MMSE Receiver 

	Line
	Pseudo-code
	Detailed Component as Given in the Template
	Complexity per iteration
	Complexity for all iterations
	Memory

	1:
	UE detection
	                                               
	marginal
	-
	

	2:
	Channel estimation for the K UEs
	Channel estimation for all users
	-
	DMRS pattern, ,  dependent
	

	3:
	
	Construction of the effective channel matrix
	-
	
	


	4:
	Initial detection of  using LMMSE
	-
	Table of Appendix 3.1.3.1
	Table of Appendix 3.1.3.1
	

	2:
	for 
	-
	-
	-
	-

	3:
	           exchange()
	Information exchange
	marginal
	marginal
	

	4:
	           for 
	-
	-
	-
	-

	5:
	                        
	Interference cancellation
	
	

	

	6:
	                      
	Covariance matrix calculation
	
	

	

	7:
	                        
	Demodulation weight computation
	

	

	

	8:
	                        
	RX combining
	
	
	

	9:
	                        
	Soft information 
	
	
	

	10:
	                        
	LDPC Decoding
	
	
	-

	11:
	                        
	LDPC encoding
	marginal
	marginal
	-

	12:
	                        
	Remodulation for interference cancellation
	marginal (look-up table operation)
	marginal (look-up table operation)
	

	13:
	             end
	-
	-
	-
	-

	14:
	end
	-
	-
	-
	-

	15:
	return 
	-
	
	-
	-


Table 6: Complexity Evaluation of the CWL-I- MMSE Receiver




Appendix
3.1 Complexity Evaluation Using the Notation of R1-1811938

	Notation
	Description
	Notation in R1-1813602
	Notation in R1-1811938

	
	
	
	

	
	Number of a single antenna UEs
	
	

	
	Length of the spreading sequence
	
	

	
	Number of receive antenna ports in the gNB
	
	

	
	Size of the deployed constellation
	
	

	P
	Number of used PRBs
	P
	-

	
	Complexity of LDPC decoding
	
	-

	
	Number of iterations for an iterative receiver
	
	-





Table 7: Connection between the notation this contribution and [7]




	
	
	LMMSE Receiver

	Line
	Pseudo-code
	Detailed Component as Given in the Template
	Complexity per Iteration
	Complexity for all iterations
	Memory

	1:
	UE detection
	                                               
	marginal
	-
		

	2:
	Channel estimation for the K UEs
	Channel estimation for all users
	-
	DMRS pattern, ,  and dependent
	

	3:
	
	Construction of the effective channel matrix
	-
	
	


	4:
	

	Covariance matrix calculation
	-
	
	

	5:
	

	Demodulation weight computation
	-
	

	


	6:
	 
	RX combining
	-
	
	

	7:
	for 
	
	-
	-
	-

	8:
	             
	Soft information 
	
	
	

	9:
	             
	LDPC Decoding
	
	
	-

	10:
	end
	
	-
	-
	-

	11:
	return 
	-
	-
	-
	-



Table 8:Complexity Evaluation of the LMMSE Receiver Using the Notation of [3]








	Appendix
	
	Symbol Level MMSE-SIC Receiver

	Line
	Pseudo-code
	Detailed Component as Given in the Template
	Complexity per Iteration
	Complexity for all Iterations
	Memory

	1:
	UE detection
	                                               
	marginal
	-
	

	2:
	Channel estimation for the K UEs
	Channel estimation for all users
	-
	DMRS pattern, ,  and dependent
	

	3:
	
	Construction of the effective channel matrix
	-
	
	

	4:
	for 
	
	-
	-
	-

	5:
	         
	Covariance matrix calculation
	

	
	


	6:
	            
	Demodulation weight computation
	
 

	
	


	7:
	             
	UE ordering
	

	
	1

	8:
	             
	RX combining
	
	
	1

	9:
	             
	Soft information 
	
	
	

	10:
	             
	LDPC Decoding
	
	
	-

	
	             
	Remodulation for interference cancellation
	marginal (look-up table operation)
	marginal (look-up table operation)
	

	11:
	             
	Interference cancellation
	
	
	

	12:
	             
	
	marginal
	marginal
	

	13:
	end
	-
	-
	-
	-

	14:
	return 
	-
	-
	-
	-


Table 9: Complexity Evaluation of the SL- MMSE-SIC Receiver Using the Notation of [3].



	
	
	CW Level MMSE-SIC Receiver

	Line
	Pseudo-code
	Detailed Component as Given in the Template
	Complexity per iteration
	Complexity for all iterations
	Memory

	1:
	UE detection
	                                               
	marginal
	-
	

	2:
	Channel estimation for the K UEs
	Channel estimation for all users
	-
	DMRS pattern, ,  and dependent
	

	3:
	
	Construction of the effective channel matrix
	-
	
	


	4:
	for 
	
	-
	-
	-

	5:
	         
	Covariance matrix calculation
	

	
	


	6:
	            
	Demodulation weight computation
	
 

	
	


	7:
	             
	UE ordering
	

	
	1

	8:
	             
	RX combining
	
	
	1

	9:
	             
	Soft information 
	
	
	

	10:
	             
	LDPC Decoding
	
	
	-

	11:
	             LDPC_encoding()
	LDPC encoding
	marginal
	marginal
	-

	12:
	             
	Remodulation for interference cancellation
	marginal (look-up table operation)
	marginal (look-up table operation)
	

	13:
	             
	Interference cancellation
	
	
	


	14:
	             
	
	marginal
	marginal
	

	15:
	end
	
	
	
	

	16:
	return 
	
	
	
	


Table 10:  Complexity Evaluation of the CWL- MMSE-SIC Receiver Using the Notation of [3].






	
	
	Iterative Symbol Level MMSE Receiver 

	
	
	
	
	
	

	Line
	Pseudo-code
	Detailed Component as Given in the Template
	Complexity per iteration
	Complexity for all iterations
	Memory

	1:
	UE detection
	                                               
	marginal
	-
	

	2:
	Channel estimation for the K UEs
	Channel estimation for all users
	-
	DMRS pattern, ,  and dependent
	

	3:
	
	Construction of the effective channel matrix
	-
	
	


	4:
	Initial detection of  using LMMSE
	-
	Table of Appendix 3.1.3.1
	Table of Appendix 3.1.3.1
	

	5:
	for 
	-
	-
	-
	-

	6:
	           exchange()
	Information exchange
	marginal
	marginal
	

	7:
	           for 
	-
	-
	-
	-

	8:
	                        
	Interference cancellation
	
	

	

	9:
	                      
	Covariance matrix calculation
	
	

	

	10:
	                        
	Demodulation weight computation
	

	

	

	11:
	                        
	RX combining
	
	
	

	12:
	                        
	Soft information 
	
	
	

	13
	                        
	Encoded bit generation
	marginal
	marginal
	-

	14
	                        
	Remodulation for interference cancellation
	marginal (look-up table operation)
	marginal (look-up table operation)
	

	15:
	             end
	-
	-
	-
	-

	16:
	end
	-
	-
	-
	-

	12:
	for 
	-
	-
	-
	-

	13:
	              
	LDPC Decoding
	
	
	-

	14:
	end
	-
	-
	-
	-

	15:
	return 
	-
	-
	-
	-


Table 11: Complexity Evaluation of the SL-I- MMSE Receiver Using the Notation of [3]













	
	
	Iterative Codeword Level MMSE Receiver 

	Line
	Pseudo-code
	Detailed Component as Given in the Template
	Complexity per iteration
	Complexity for all iterations
	Memory

	1:
	UE detection
	                                               
	marginal
	-
	

	2:
	Channel estimation for the K UEs
	Channel estimation for all users
	-
	DMRS pattern, ,  dependent
	

	3:
	
	Construction of the effective channel matrix
	-
	
	


	4:
	Initial detection of  using LMMSE
	-
	Table of Appendix 3.1.3.1
	Table of Appendix 3.1.3.1
	

	2:
	for 
	-
	-
	-
	-

	3:
	           exchange()
	Information exchange
	marginal
	marginal
	

	4:
	           for 
	-
	-
	-
	-

	5:
	                        
	Interference cancellation
	
	

	

	6:
	                      
	Covariance matrix calculation
	
	

	

	7:
	                        
	Demodulation weight computation
	

	

	

	8:
	                        
	RX combining
	
	
	

	9:
	                        
	Soft information 
	
	
	

	10:
	                        
	LDPC Decoding
	
	
	-

	11:
	                        
	LDPC encoding
	marginal
	marginal
	-

	12:
	                        
	Remodulation for interference cancellation
	marginal (look-up table operation)
	marginal (look-up table operation)
	

	13:
	             end
	-
	-
	-
	-

	14:
	end
	-
	-
	-
	-

	15:
	return 
	-
	
	-
	-


Table 12: Complexity Evaluation of the SL-I- MMSE Receiver Using the Notation of [3]






Conclusion
In the previous sections we made the following general observations:
· An elaborate memory evaluation of each elementary operation of a considered receiver requires architectural knowledge which is implementation dependent.

· The expression of the considered NoMA receivers in the form of pseudo of elementary operation enables the better understanding of these receiver and simplifies their complexity and memory evaluation.

Given these observations, we propose:
Proposals:
· For an implementation transparent memory evaluation of each considered receivers, only the maximum memory required for storing the results of an elementary operation should be considered.

· In the TR 38.812, the considered receivers should be provided in the form of pseudo-code of elementary operations. In this way, their complexity and memory requirements will be easier to be captured. Also, the future performance evaluations using simulations result will become transparent between different companies.
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Figure 2. SL-MMSE receiver for NOMA
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Figure 3. CW-MMSE RX for NOMA
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