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1	Introduction
In this contribution, we discuss aspects of NOMA transmission scheme design, including PA backoff, UE grouping, and the overloading factor in NOMA design.
[bookmark: _Ref178064866]2	Discussion
In NOMA, each UE spreads its modulated symbols (or QAM symbols) using an N-length spreading sequence . Let  denote the number of simultaneously active UEs. For a single antenna BS, the received signal vector, where N is the number of REs spanned by the signature vectors and carry the same modulated information symbols, at the gNB can be written as 

where  is the channel vector between UEk and the gNB,  is the QAM symbol of UEk and the operator  stands for the elementwise product of two vectors. For multiple RX antennas, we can form the received signal corresponding to a single QAM symbol per UE, simply by concatenating the N-length received vector  from each RX antenna. From a system performance point-of-view, it is optimal to jointly choose the transmit strategies for all UEs and then employ a joint multi user detection (MUD) based symbol detector. In some NoMA schemes, the QAM symbols are spread using sequences that are designed to have certain desired correlation properties. The differences between various schemes lie in how the sequences  are constructed, i.e., the performance indicator which is optimized during construction, and on the relative correlation among them. 
In Welch bound equality (WBE) based spreading, the design metric, for the signature vectors is the total squared cross-correlation . The lower bound on the total squared cross-correlation of any set of K vectors of length N, is . The WBE sequences are designed to meet the bound on the total squared cross-correlations of the vector set with equality . We call such sequences Welch bound equality spread multiple access (WSMA).
Figure 1 shows a simplified block diagram of WSMA transmitter. As it can be seen the spreading operation is done on the QAM modulated symbols.
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[bookmark: _Ref525980733][bookmark: _Ref510410792]Figure 1 Simplified block diagram of WSMA transmitter.
It has been shown that WSMA sequences are capacity-optimal [1], hence they are excellent candidates for achieving high spectral efficiency (eMBB) and high UE capacity (mMTC).
There are known methods to iteratively construct such codes for arbitrary N, K. Further details can be found in [2], where Equiangular subset of WBE sequences and an extension to the WBE sequences in multidimension were also discussed. 
In this contribution, UE identification, UE grouping and overloading factor of NoMA are studied.
2.1	PA backoff in NoMA
Our understanding of the intention of the agreement to use PAPR/CM is that PA efficiency should be considered in the NOMA study. PAPR/CM is not a sufficient metric in itself to determine the amount of PA backoff needed. For example, PA backoff depends on the number of PRBs used in the transmission [3].
Also, the net benefit of low PAPR/CM waveforms should be determined. This is a function of the conditions the UE experiences over the entire cell, rather than for example at the cell edge. Furthermore, low PAPR/CM waveforms can have worse performance by making equalization more difficult, and so some of the gains from lower CM may be offset by having to power the UE up more.
Therefore, metrics such as PAPR/CM should not be considered in isolation, but take into account the required transmit power and occupied bandwidth for the transmission.
Observation 1 [bookmark: _Ref528756280]PA backoff does not depend only on PAPR/CM, but also on the number of allocated PRBs and on the required transmit power for the transmission scheme.
In NR release 15, the RB allocations have also been taking into account to determine the maximum power reduction for UEs with different power classes, see section 6.2.2 and Table 6.2.2-1 in [4]. As is shown in this table, for inner RB allocation CP-OFDM, there’s only 0.5dB MPR difference between QPSK and 16 QAM, while there’s 1dB MPR difference between QPSK and 16QAM cases for DFTS-OFDM. For other allocations, the MPR requirement difference between QPSK and 16QAM is 0dB for CP-OFDM, but 1dB for DFTS-OFDM. And these requirements are based on a channel bandwidth that meets both following criteria:
Channel bandwidth ≤ 100MHz.
Relative channel bandwidth ≤ 4% for TDD bands and ≤ 3% for FDD bands
Where relative channel bandwith = 2*BWChannel / (FUL_low  + FUL_high)  
Table 6.2.2-1 Maximum power reduction (MPR) for power class 3
	Modulation
	
	MPR (dB)

	
	Edge RB allocations
	Outer RB allocations
	Inner RB allocations

	DFT-s-OFDM PI/2 BPSK
	≤3.51
	≤ 1.21
	≤0.21

	
	0.52
	0.52
	02

	DFT-s-OFDM QPSK
	≤ 1
	0

	DFT-s-OFDM 16 QAM
	≤ 2
	≤ 1

	DFT-s-OFDM 64 QAM
	≤ 2.5

	DFT-s-OFDM 256 QAM
	4.5

	CP-OFDM QPSK
	≤ 3
	≤ 1.5

	CP-OFDM 16 QAM
	≤ 3
	≤ 2

	CP-OFDM 64 QAM
	≤ 3.5

	CP-OFDM 256 QAM
	≤ 6.5

	NOTE 1:	Applicable for UE operating in TDD mode with PI/2 PBSK modulation and if the IE [P-Boost-BPSK] is set to 1 and 40% or less slots in radio frame are used for UL transmission for bands n40, n77, n78 and n79.
NOTE 2:	Applicable for UE operating in FDD mode, or in TDD mode in bands other than n40, n77, n78 and n79 and if the IE [P-Boost-BPSK] is set to 0 and if more than 40% of slots in radio frame are used for UL transmission for bands n40, n77, n78 and n79. 



Observation 2 [bookmark: _Ref528756305]In NR release 15, for frequency range 1, MPR requirements are greater for PUSCH RBs at the band edge than the band center by 1-1.5 dB for QPSK and 16QAM.
Proposal 1 [bookmark: _Ref528937076]PAPR/CM is not considered in isolation but takes into account the required transmit power and the occupied bandwidth for the transmission.
Furthermore, as is stated in section 22.3.3 in [5] for LTE with DFTS-OFDM in uplink, for a transmitted signal, certain combinations of RB allocations and modulation schemes create more out of band emissions than others. The maximum power level versus the number of RBs which can be allocated is provided in Figure 22.10 in [5] and in Figure 2 in [6], where for QPSK and 16QAM the number of RBs which can be allocated for a given amount of power backoff is shown.
As can be seen in the curves in [5], reducing the occupied bandwidth increases the maximum available PA power. For example, for QPSK modulation, reducing from an occupied bandwidth of 5 MHz to 8 PRBs provides about 1 dB increase in available PA power, while going from 8 to 6 PRBs provides another 1 dB. Therefore, reducing occupied bandwidth improves available PA power, and the rate of growth is much higher at smaller bandwidths.
We note that the gains of DFT-S-OFDM above are at most 1.5 dB in MPR (for QPSK). This gain is less than the 2 dB gain from using a 6 PRB bandwidth in the example of [5] above. We therefore observe that reducing occupied bandwidth can be more useful than reducing cubic metric.
Observation 3 [bookmark: _Ref528936717]Reducing occupied bandwidth can be more useful than reducing cubic metric / PAPR. 
2.2	Signature and UE grouping
In NOMA SS design, the larger the desired number of unique sequences, the higher the cross-talk between the users applying these SSs, where the measure of cross-talk may be e.g. the residual cross-correlation. Therefore, increasing the number of simultaneous NOMA users in the system, each with a unique SS, will generally lead to decreased performance due to lower post-processing SINR. 
On the other hand, the main motivation of NOMA lies in accommodating a large number of users in given resources. Thus, the objective of NOMA is in a conflict of sorts with fundamental principles governing the SS design. There is thus a need to increase the number of NOMA users in the system without suffering from worse SS separation due to a larger set of unique SS sequences.
A large set of SSs with non-uniform inter-sequence cross-correlation properties, i.e. some sequence pairs have low cross-correlation whereas other sequence pairs have high cross-correlation, can be utilized.
As a general principle, obtaining lower cross-correlation for some SS pairs leads, for an unchanged total set size, to increased cross-correlation for other pairs. This implicitly or explicitly groups the UEs during SS allocation so that intra-group SS cross-correlation is low and the SS may be used for efficient user separation. In contrast, inter-group SS correlation is allowed to be high – the SS will not be primarily relied upon to separate inter-group users since other mechanisms (e.g. spatial processing) may be used.
This is illustrated in Figure 2 and Figure 3, where UEs 1-8 are allocated SSs 1-8 respectively. The groups are separated at the TRP b applying spatial suppression to UEs from the other group. Within each group, primarily the SS properties are used to separate the intra-group users. In this example, the SS1-4 have low cross-correlations, as have SS5-8. In contrast SS1/5, SS1/6, SS1/7, SS1/8, SS 2/5 etc. are allowed to have higher cross-correlations. 
Denoting SSn by a column vector  and forming an SS matrix ,  has a structure that yields

[bookmark: _Ref525980753]Figure 2 SS correlation matrix.
Here, H and L denote relatively “high” and relatively “low” cross-correlation values respectively. The entries marked with L may be zero or non-zero magnitudes, and they may differ in different positions marked with L. The entries marked with H have (at least on the average) higher magnitudes than the L entries and may also differ in different positions. In addition, the entries marked H could possibly be relatively small so that the SS provides additional separation across the groups.
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[bookmark: _Ref525980766]Figure 3 UE/Signature Sequence grouping.

2.2.1 Line packing vs Subspace packing
The subsection provides an overview of the implicit grouping mechanism provided by the WSMA sequences. While generating the Welch bound based codebook, a certain performance indicator must be chosen. This leads to the generation of the signature vectors with a certain required property which defines the correlation values among the signature vectors. See [2] for further details. One such property is to have orthogonality between certain subset of vectors within a given Welch Bound (WB) set. Such a set of vectors are said to form a subspace-packing based codebook. In addition, these vectors also satisfy the Welch Bound (WB). So the codebook is a subset of general WB codebook. The Gram matrix (SHS) in Figure 2, for such a code book will have all the elements marked as L (not to be confused with the spread length L) as zeros. This introduces an implicit grouping of the users w.r.t. the signature vectors only. The users will still occupy all the available REs and the conventional NOMA overloading definition still holds. Since a subset of vectors (say K’), that form a single implicit group, are being forced to have a zero correlation from the given set of all the K WB vectors, an increase in the correlation values across the possible G groups (where G=K/K’) may be expected. An advantage of having such a set of vectors is that a multi-level MMSE-SIC receiver could be used. The emphasis of such a receiver is to reduce the computational complexity when compared to the full-MMSE-SIC receiver. Since the intra group users are orthogonal, the intra group interference component may be relatively weak when compared to the inter group interference. The multi-level SIC receiver will focus on cancelling the inter group interference. With varying number of groups G, the computational complexity varies, since the number of inter group interference components that the multilevel MMSE-SIC handles will also vary.
Figure 3a and 3b compares the line-packing codebook with the sub-space packing codebook with spread length L=4, ideal channel estimation, number of RX antennas Nrx=4, number of allocated PRBs NPRB=6. The traditional WSMA codebook in which every vector is correlated to every other vector is referred to as line-packing vectors. The BLER plots w.r.t. line packing is also shown. For a given number of users K and spread length L, there could be more than one possible grouping configurations.
E.g., in Figure 3a. when K=8, it is possible to have two configurations,1) with G=2, i.e., 2 groups such that there are 4 orthogonal UEs per group, 2) with G=4, i.e., 4 groups with 2 orthogonal UEs per group. Each configuration will have a different computational different complexity when using the multilevel MMSE-SIC. Similarly, with K=12, 3 different configurations are possible.
[image: ]
Figure 3a . BLER performance comparing the line-packing WSMA codebook and subspace-packing WSMA codebook. TBS 20 bytes, QPSK.
[image: ]
Figure 3b . BLER performance comparing the line-packing WSMA codebook and subspace-packing WSMA codebook. TBS 60 bytes, 16QAM.
From Figures 3a and 3b. it can be observed that there is no loss in the performance when comparing the line packing and various configurations of subspace packing for a fixed K. For higher values of K (K=14 and 16) the subspace packing performs slightly better than the line packing. The same full-MMSE-SIC is used for both the codebook variants. Further, for a given K, various grouping configurations for subspace packing have almost the same performance. Also there is no grouping as such in the subspace packing codebook. It is just that the additional zero correlation properties that the WB sequences offer that implicitly groups the users.
Use of such grouped sequence allocation further facilitates complexity control of NOMA reception by allowing multiple users to be demodulated and decoded at each SIC step. Due to the lack of cross-talk between users in a subgroup, all users in a given subgroup can be decoded after subtracting the contribution of the previous subgroup. This reduces the number of IC stages and improves the timing budget for the receiver, e.g. due to of reducing the number of dependent operations when scheduling the availability of receiver functional blocks in a HW-accelerated implementation. 
The benefit of iterative receivers over single-pass receivers (e.g. SIC) mainly lies in the ability to improve performance in cases where multiple users are received with the same power, or, more generally, with similar limited decoding margins at a given stage. When users with sufficient decoding margins can be identified at each stage (equivalent e.g. to identifying power differences for grant-free NOMA users scheduled with similar MCSs), a SIC receiver performs just as well. By utilizing the orthogonal WSMA SS subgroup approach, users may be grouped so that users received with the highest power are processed first, mutually interference-free. After subtracting the contributions of those users, next lower-power subgroup is processed, etc. Power estimation for the different NOMA subgroups may again be based on DMRS signals that preferably are transmitted in orthogonal ports or may be IC-processed ahead of the data signals. 
Observation 4 [bookmark: _Toc525646599][bookmark: _Ref525978872]Signature and UE grouping reduces the complexity of the receiver while not decreasing the performance, which should be further studied in NoMA.
2.3	Overloading factor of NOMA
WSMA based NOMA offers an additional degree of freedom (DoF) in the form of overloading the system, i.e., the number of users that can simultaneously be scheduled over the same occupied resources. This is achieved by allocating low correlation spreading sequences (or vectors) to the active users and is quantified by a performance indicator overloading factor given as K/N. For a given combination of spread length (N), #PRBs, TBS, MCS, #Rx antennas and SNR-range within the system, analyzing the effect of overloading helps in identifying its limitations.
In this section, we perform some initial studies on behavior as a function of overloading. The overloading characteristics are shown separately with respect to the average BLER per user and sum-throughput metrics. Table-I provides the assumptions made for the LLS evaluation. 

	Channel model
	TDL-C, 700MHz carrier frequency, 300ns RMS delay spread

	Antennas
	1 Tx, 2 or 4 Rx

	Modulation
	QPSK 

	Channel coding/decoding
	Rate matched LDPC encoder, Layered normalized min-sum 25 iterations

	SNR Variation per UE
	Uniform over [-5, 5], [0, 10], or [5, 15].

	Channel Estimation
	Ideal

	Total TBS
	Given #bytes + 2 bytes CRC

	Transmission Bandwidth
	10MHz

	#OFDM symbols
	CP-OFDM with 12 data OFDM symbols + 2 DMRS symbols

	Subcarrier spacing
	15KHz 

	#PRBs 
	6 PRBs with 12 subcarriers per PRB

	Receiver Structure
	joint space-frequency symbol level MMSE-SIC 

	WSMA spread Length N
	4

	#slots
	10,000



Table 1. Assumptions for the Link Level Simulations in Figures 4-9
2.2.1 	Interference limited nature of NOMA
Figures from Figure 4 to Figure 6 show the BLER performance vs the %overloading, with two different TBS (10 and 30 bytes, 2bytes CRC in addition for each) and three different SNR [dB] operating regions ([-5,5], [0,10], [5,15]). The SNR value for every user at each overloading is chosen from the uniformly distributed SNR operating interval. Figures 5 and 7 show the corresponding sum-throughput [Mbps] vs the %overloading. Let the target BLER be assumed at 10%. 
[image: U:\workspace\svn_branches\vnix_branch_rev58532\trunk\results\templates\figs\Aug_04_06\overloading\BLER_vs_overloading_ICE.jpg]         
[bookmark: _Ref525980822]Figure 4 Average BLER per user vs % overloading, 2Rx.
[image: U:\workspace\svn_branches\vnix_branch_rev58532\trunk\results\templates\figs\Aug_04_06\overloading\SumTput_vs_overloading_ICE.jpg]
[bookmark: _Ref525981255] Figure 5 Average Sum Throughput [Mbps] vs %overloading, 2Rx
For the smaller TBS (10 bytes + 2 bytes CRC), the sum-throughput gradually increases from 100% (K=4) overloading up to 250% (K=10 ) overloading and then saturates for overloading beyond 300% (K=12) in all the considered SNR operating regions. The corresponding BLER is below 10% for overloading <=250% in the operating regions [0,10]dB and [5,15]dB, while for [-5,5]dB it is for <=200%. For a relatively higher TBS (30 bytes + 2 bytes CRC), the operating region [-5,5]dB is not suitable for any overloading since BLER>10%. In the [5,15]dB SNR region, the overloading when compared to the 10bytes case is reduced from 250% to 200%. In the [0,10]dB SNR region this further reduces to 150% overloading (K=6). The corresponding sum-throughput plot shows an interesting result. With an increase in overloading, the system becomes interference-limited, i.e., Multi-User Interference (MUI) for each user’s received signal increases (or dominates), resulting in a drop in the overall throughput. For the 30bytes case, the sum-throughput drops for overloading >200% and falls below the 10bytes case at higher overloading. This clearly shows that there is a limitation on the tolerable overloading.
[image: U:\workspace\svn_branches\vnix_branch_rev58532\trunk\results\templates\figs\Aug_04_06\overloading\BLER_vs_overloading_qpsk_4rx.jpg]     
[bookmark: _Ref525980955]Figure 6 Average BLER per user vs % overloading. 4Rx.
[image: U:\workspace\svn_branches\vnix_branch_rev58532\trunk\results\templates\figs\Aug_04_06\overloading\SumTput_vs_overloading_qpsk_4rx.jpg]
[bookmark: _Ref525981221]Figure 7 Average Sum Throughput [Mbps] vs %overloading. 4Rx

[bookmark: _Ref521421724]Figure 6 and Figure 7 show a similar set of results as Figure 4 and Figure 5, but with the number of Rx antennas increased to 4. Spreading in the frequency domain by a factor N at the Tx will increase the overall receive DoF by the same factor. This will further aid the joint space-frequency combining at the receiver, thereby significantly improving the BLER performance even at a high overloading such as 400% (K=16). For the simulated #slots, only the 400% overloading has a small BLER value in the [5,15]dB interval. The sum-throughput plots do not show an interference-limited nature even at 400% overloading for all the considered SNR ranges and almost increase linearly with the increasing number of users for most of the considered conditions. This gives a possibility to further overload the system. The target BLER of 10% is not met only by the 30byte curves in the [-5,5]dB region beyond 300% overloading . So, an increase in the number of Rx antennas may bring the BLER values to well below the target BLER, while at the same time not compromising on the sum-throughput. The supported overloading factor (or the number of supported users K ) that is expected for NOMA depends on the operating parameters and operating conditions. While deciding the allowed overloading factor, both the BLER and sum-throughput plots together provide a limit on the total number of admissible users that can share the same set of resources.
Observation 5 [bookmark: _Ref525824326]The supported overloading factor (or the number of supported users K) that is expected for NOMA depends on the operating parameters and operating conditions.
In NR RAN1 #94 meeting below agreement were already made to consider the interferences when studying how many NoMA UEs can be multiplexed in the same PRBs. However, from the simulations above, number of RX antennas should also be taken into account.
Agreements:
· Further study how many NOMA UEs can be multiplexed in the same PRBs in practical multi-cell deployments by system-level evaluations, taking inter-cell interference and per UE performance into account
Proposal 2 [bookmark: _Ref525811561]Number of RX antennas should also be considered for the determination of overloading factor in NoMA. 
2.2.2 	Dependence on the total number of available signature vectors
Let S denote the pool of signature vectors at the BS. The cardinality of S, which is the total number of available signature vectors, is |S|. Since the system is expected to support varying number of users (K), there must exist enough number of signature vectors at the BS, i.e., |S|>= K. Further, under grant-based signature allocation, the BS is expected to assign the vectors to the active users in a non-colliding manner. As a result, the set of allocated vectors (K in number) may not meet the required correlation (or orthogonality) property defined by the Welch Bound (WB), i.e., the operating point shifts away from the WB. With decreasing number of non-allocated vectors at the BS ((|S|- K) in number), there is a possibility that the allocated vectors operate close to the WB making the dependency on |S| insignificant. This situation is closely related to the pre-assigned case, where each UE has its own pre-assigned vector (that does not change) and vector assignment is not a design criterion. In other words, it is a configured grant-based transmission and not dynamic grant-based scheduling 0. To meet the performance requirement, additional receiver processing may be required to overcome the lack of this WB correlation property in the received composite signal. Of course, the target BLER and the interference limited nature of the curves with increased overloading are implicit. 
Figure 8 and Figure 9 show BLER vs the number of available signature vectors |S| for TBS a of 30bytes, with 2Rx and 4Rx antennas and two different SNR operating regions. As an example, consider |S|=20 and 100% (K=4) overloading. The 20 signature vectors together satisfy the WB and if any 4 vectors are chosen at random, the WB does not hold. Ideally |S|=4 when K=4, but as |S| increases from 4 to 20, the BLER also increases. Though this is at a small BLER value, it could be an influencing factor for higher N, TBS and MCS. So with increasing (|S|- K) for a low overloading, the BLER performance can be sensitive to the value (|S|- K). This could also move the BLER plots beyond the assumed target BLER of 10%. Further, as (|S|- K) tends to |S|, the impact on the BLER curves is negligible in both the figures, where the operating point approaches the WB.

[image: U:\workspace\svn_branches\vnix_branch_rev58532\trunk\results\templates\figs\Aug_04_06\inactive\bler_2rx_0010dB.jpg]
[bookmark: _Ref525981270]Figure 8. BLER vs |S|, 2Rx, SNR~[0,10]dB
[image: U:\workspace\svn_branches\vnix_branch_rev58532\trunk\results\templates\figs\Aug_04_06\inactive\bler_4rx_0505dB.jpg]
[bookmark: _Ref525981284]Figure 9. BLER vs |S|, 4Rx, SNR~[-5,5]dB
Observation 6 [bookmark: _Ref525824342]Under configured grant-based transmission, the BLER performance can be sensitive to the fraction of unused (or unassigned) signature vectors at low overloading. 
Conclusion
In this contribution, we discussed aspects of NoMA TX schemes, including PA backoff, UE grouping, and the overloading factor in NOMA design. Following observations and proposals are made:
Observation 1	PA backoff does not depend only on PAPR/CM, but also on the number of allocated PRBs and on the required transmit power for the transmission scheme.
Observation 2	In NR release 15, for frequency range 1, MPR requirements are greater for PUSCH RBs at the band edge than the band center by 1-1.5 dB for QPSK and 16QAM.
Observation 3	Reducing occupied bandwidth can be more useful than reducing cubic metric / PAPR. 
Observation 4	Signature and UE grouping reduces the complexity of the receiver while not decreasing the performance, which should be further studied in NoMA.
Observation 5	The supported overloading factor (or the number of supported users K) that is expected for NOMA depends on the operating parameters and operating conditions.
Observation 6	Under configured grant-based transmission, the BLER performance can be sensitive to the fraction of unused (or unassigned) signature vectors at low overloading.
Proposal 1	PAPR/CM is not considered in isolation but takes into account the required transmit power and the occupied bandwidth for the transmission.
Proposal 2		Number of RX antennas should also be considered for the determination of overloading factor in NoMA.
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