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1	Introduction
This contribution, we discuss link-level and system level evaluation methodology and metrics for NoMA. Remaining open issues, including unequal SNR and non-AWGN non-uniform interference, as well as some general observations, for the link level evaluations are considered. A refinement of the URLLC traffic model is also proposed.
[bookmark: _Ref178064866]2	Link-level evaluations
2.1 General Observations
In NOMA evaluations, we should use metrics that are tailored to each use-case. For example, in eMBB, where spectral efficiency is the target, it makes sense to have sum data rate as the target metrics. In mMTC, where a high number of UEs should be supported at a certain BLER level, we could look at the UE capacity (that is, the ‘connection density’) that can be supported given a certain grade of service. This is also a relevant metric for low latency applications, yet for high reliability we believe that orthogonal access should be used.
When selecting which setups shall be considered for evaluation, we need to make sure that we avoid parameterizing the system in a way that could significantly inflate potential NOMA benefits. One such example is channel estimation (CE), whose impact on NOMA is much bigger in NOMA than in OMA. The reason is that for orthogonal transmission, the CE is only impaired by noise whereas in NOMA we further have the effect of pilot contamination; the latter is sensitive to channel dispersion, i.e., the more dispersive the channel, the more interference will be experienced on a UE DMRS sequence by other UE DMRS sequences. Ideal CE would significantly underemphasize these issues and, therefore, should not be considered. Other assumptions that inflate NOMA gains should also be captured; for example, in a grant-free scenario where UL time alignment is not guaranteed for all cell sizes and CP values, we should consider or the impact of solutions such as the added overhead of extended CP, additional preambles, and/or additional DMRS resources, if employed for UL-NOMA. 
It is important to keep in mind that while link level simulations are of course needed, they are generally not suitable for determining the net performance of multiple access schemes, since they tend to examine fixed sets of channel and interference conditions. As such, it is not necessary to determine gains over e.g. baseline schemes at the link level, since this can and should be done at the system level. As agreed in RAN1#92, comparison to baseline schemes such as OMA can be done for calibration purposes only, since this can help align companies’ simulation results.
Observations:
· Impairments such as timing, frequency, and power control error are essential parts of the NOMA study, since these impairments can impact different transmission schemes to different degrees. See details in [1].
· It is not necessary to develop a baseline scheme for link level gain determination.
· Conclusions on the net benefits of NOMA schemes should only be drawn at the system level.
Regarding link level simulations, there are a few remaining issues still open:
1. The power control error value for link level simulations is [x - a, x + a] (dB), with ‘a’ tentatively set to 3.
As discussed in in [1], the power control error should be +- 5 dB with a uniform distribution for the case where the UE transmits infrequently in our understanding. The preliminary value we have of +-3 is in line with RAN4 requirements only if a Gaussian distribution is used. An alternative would be to go for a Gaussian distribution with standard deviation of 3 dB.  Results comparing Gaussian power error with +-3 dB standard deviation to a uniform +-5 dB distribution are given in [1].
2. Hybrid ARQ retransmission values in link level simulations should be further refined.
The link level simulations currently use 1 transmission as a starting point. This does not seem consistent with assuming a 10% BLER, since then either RLC retransmissions are only used, which would have high overhead be highly inefficient for the small packets used in NOMA, or higher layer packets would be lost at a 10% rate, which would be unacceptable for e.g. TCP traffic. A maximum value of 4 HARQ retransmission is common in system simulation, and so could be a better value.
Observations: 
· A uniform power control error of +-3dB is not in line with values used in RAN4.
· Link level simulations with 10% BLER and no retransmissions are not likely to be representative of real use cases, since they would have significant numbers of higher layer retransmissions.
[bookmark: _Toc473562194][bookmark: _Toc473564415][bookmark: _Toc473565653]Proposals: 
· A value of a=5 should be used in link level simulations with power control error, or a Gaussian error with a standard deviation of 3 dB could be used.
· Refine link level assumptions on HARQ to use at most [4] retransmissions for mMTC and eMBB.
2.2 UE Near-Far Statistics
The coupling loss results from the system level simulation calibration exercise after RAN1#94 [3] can be used to determine the average received power at the gNB. The power control formula from 38.213 is applied to each of the observed coupling loss values for the 3 different NOMA scenarios. Detailed simulation parameters are in the Appendix. The resulting Rx power CDFs and histograms are shown in Figure 1 below. As can be seen, the UE is in power limit 94%, 67%, and 65% of the time in Case 1, Case 2, and Case 3, respectively. This means that UEs are not at the same power level at the gNB most of the time for Cases 2 and 3, and almost all of the time for Case 1.
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[bookmark: _Ref524630470]Figure 1
The receive power CDFs can be used to determine the statistics of the received power when multiple NOMA UEs transmit. One statistic of interest is the ratio of the strongest to the weakest UE that transmit simultaneously. This is given for Cases 1-3 below in Figure 2 and Figure 3. For case 1, the median power difference for 2 UEs is roughly 12 dB. This rises to 20 dB for 3 UEs, finally reaching 45 dB when 24 UEs are co-scheduled. The 90% CDF points are 30, 35, and 50 dB for 2, 3, and 24 UEs. For Case 2 the median power differences are 10, 17, and 32 dB for 2, 3, and 24 UEs, so while there is a reduced spread, the most striking difference is when many UEs are co-scheduled. Finally, for case 3, the median power differences are 7, 12, and 25 dB for 2, 3, and 24 UEs, while the 90% points are 18, 23, and 32 dB.
We have performed some initial link level simulations to gauge the impact of near-far power differences, which can be found in [2].  There we observe that near-far power differences can have substantial impact on link level performance when realistic channel estimation is used.
Observations:
· UEs within a cell almost never have the same received power at gNB, and generally are 10s of dB apart:
· The strongest and weakest co-scheduled UEs in a cell can have a median power difference from 12 to 45 dB when 2 to 24 UEs are scheduled.
· 90% differences can be 30-50 dB.
· Large power difference are not limited to only to Case 1:
· Median and 90% differences for Case 3 range over 7-25 and 18-32 dB respectively.
· These ‘near-far’ power differences are expected to strongly impact link performance, e.g. when realistic channel estimation is used [2].
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[bookmark: _Ref524638382]Figure 2: Near-Far UE Power Differences for Cases 1 & 2
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[bookmark: _Ref524700611]Figure 3: Near-Far UE Power Differences for Case 3
[bookmark: _Ref524638390]Since the power differences are quite large when UEs from any part of the cell can transmit simultaneously, it may be desirable to partition the UEs into groups with similar received power levels, and to only allow UEs from the same group to transmit in the same resources. This is possible by gNB implementation with Rel-15 configured grants type 1 and 2. Furthermore, it is also possible to use closed loop power control to further reduce power spread within the groups. These operations require the UE to be in RRC_ACTIVE state, and so other solutions would be needed for power grouping in RRC_INACTIVE or RRC_IDLE.
Restricting NOMA transmissions such that different groups transmit in different times will naturally affect latency. Therefore, if UE grouping is used, companies should describe how it is done, including how many groups there are, the number of UEs in the groups, and when UEs in a group can transmit. Minimum latency requirements in 38.913 for URLLC and eMBB applications are 0.5 and 4 ms, respectively. Up to ~4 PUSCH transmissions are possible with this latency for both the URLLC and eMBB link level NOMA simulations, and so if groups are TDM’d, and assuming no delays from HARQ, at most ~4 groups can be supported. However, presuming that at least one retransmission is needed to reach reliability requirements, the maximum number of groups is likely closer to 2.
Observations:
NOMA UEs can be grouped and/or use power control to reduce near-far power differences, however
· UE specific RRC configuration and/or power control require UEs to be in RRC_ACTIVE state
· If the minimum 38.913 latency requirements are to be met, the number of UE groups is limited for eMBB and URLLC cases to about 2 or 4 based on NOMA link level parameters, depending on if HARQ is needed

Proposal:
· NOMA link level simulations use coupling loss CDFs and open loop power control equations to randomly generate the relative SNR among NOMA UEs served by a cell
· Rx power for a group of simultaneous NOMA UEs is determined according to coupling loss + power control
· Mean power of the group (averaged in dB) is set to the desired SNR
· Report any mechanisms used to reduce power variation 
· Describe the number and timing of any grouping used to reduce power 
· Power grouping is only used for NOMA operation in RRC_ACTIVE state
· If closed loop power control is used, when power control commands are transmitted should be described.
· For example, if power control updates are only transmitted with HARQ, with PUSCH transmissions, or when UL power variation is detected from measurements.
2.3 Interferer Statistics
Example results from uplink ‘geometry’ simulations are given below. UEs are dropped uniformly in the system and have Poisson traffic arrivals. A dominant interferer to noise ratio (DIR) for the ith interferer is calculated as:
 
Where  is the number of is the number of transmitting UEs,  is the power of the kth strongest interferer, and  is the thermal noise
The results in Figure 4 show that the relative strength of the interference over noise varies substantially over the cell and among interferers. Since the performance of advanced receivers can be a strong function of interferer statistics, link level simulations should explicitly model dominant interference. 
Observations:
The relative strength of interference over noise varies substantially over the cell and among interferers 
Proposals:
Study the impact of relative strength and number of dominant interferers in link level simulations
· Derive interference statistics from system level simulations.

[image: ]
[bookmark: _Ref521618049]Figure 4: Dominant Interference Ratios for NOMA Scenario with 500m ISD at 700 MHz
3	System-level evaluations
3.2 URLLC traffic model
URLLC traffic models were developed in RAN1#93. Both Poisson and periodic arrivals with 60 and 200 bytes are included. However, the use cases are not clearly identified, in particular the intensity of the traffic and the expected UE density.
Interesting use cases for URLLC with NOMA and small packets are rather specialized. Many low latency and high reliability applications do not have high connection density nor high packet arrival rate requirements when used in macrocell scenarios. Consequently, there will be similar behavior to the mMTC case, when packet are small, and traffic intensity and connection density are low, there will be little opportunity for packets to arrive in the same slot, and consequently no need for multi-user schemes such as NOMA. Factory automation applications can have higher data rate as well as tight latency and reliability requirements, but are often served by indoor base stations, while the NOMA study has agreed to 500m ISD macrocells. Consequently, it can be challenging to develop a traffic model reflecting a realistic use case for URLLC with NOMA.
One use case that is fairly close to what is needed for NOMA study is the massive wireless sensor networks in the ‘Factories of the future’ vertical in the SA1 study on communication for automation in vertical domains [4]. This use case requires low latency, high reliability, and high UE density. The use case includes applications with relatively frequent small packets as well. However, it presumes that indoor small cells are used is used. If we instead assume that many of these indoor small cells are covered by a macrocell, this use case then seems relatively aligned with what is needed for the NOMA study. Given the use of outdoor macrocells, the ‘interval based condition monitoring’ scenario with 10 packets / second arrival rate seems a good match. In this use case, connection densities can range from 0.05-1.0 UE / m2 in local areas of 100mx100m. Since only a fraction of the macrocell would contain factories using these wireless sensor networks, the connection densities averaged over the cell would be substantially less than the local density, and the high end of 1 UE / m2 within the service area would be quite unrealistic. We note that 0.01 UE/m2 is described as ‘very high’ density in multiple places in the ‘Factories of the Future’ vertical. Given this, 0.01 UE/m2 seems a reasonable upper bound on the average connection density for URLLC.
Observations:
· Interesting use cases for URLLC with NOMA and small packets are rather specialized.
· Many low latency and high reliability applications do not have high connection density nor high packet arrival rate requirements when used in macrocell scenarios.
· The ‘massive wireless sensor networks’ use case [4] might be ‘stretched’ for use with NOMA
· This use case requires relatively low latency and relatively high reliability, UE density, and packet arrival rates.
· Instead of using indoor small cells, many of the indoor sensor networks are served by macrocells.
· Packet arrival rates can be up to 10 Hz
· A maximum average connection density over the cell of 0.01 UE / m2 seem appropriate

Having both the 60 and 200 byte packet sizes supported in the NOMA URLLC traffic model as candidate packet sizes for UEs in a given simulation is more realistic, since it is highly unlikely that all UEs in a cell would run the exact same application with the same packet sizes.
Observations:
· UEs in a simulation should be able to transmit either 60 or 200 bytes to reflect some variation among UE applications in a cell
Given the above, we propose the following refinements for the NOMA URLLC traffic model:
Proposals:
For NOMA URLLC, traffic is modelled as follows:
· Average packet arrival rate is no greater than 10 Hz
· Average connection density over the cell is at most 0.01 UE / m2 
4	Conclusions
In this contribution, we have considered link and system level simulation setups for NOMA, including metrics needed in the evaluations. We made the following observation and proposals:

Observation for link level evaluation
· Impairments such as timing, frequency, and power control error are essential parts of the NOMA study, since these impairments can impact different transmission schemes to different degrees. See details in [1].
· It is not necessary to develop a baseline scheme for link level gain determination.
· Conclusions on the net benefits of NOMA schemes should only be drawn at the system level.
General proposals for link-level evaluation
· A value of a=5 should be used in link level simulations with power control error, or a Gaussian error with a standard deviation of 3 dB could be used.
· Refine link level assumptions on HARQ to use at most [4] retransmissions for mMTC and eMBB.

Observations and proposals regarding link level simulation settings accounting for varying SNR and interferer statistics:

Observations:
· UEs within a cell almost never have the same received power at gNB, and generally are 10s of dB apart:
· These ‘near-far’ power differences are expected to strongly impact link performance, e.g. when realistic channel estimation is used [2].
· Grouping UEs by power can mitigate near-far problems, but is limited to RRC_ACTIVE state, and has latency tradeoffs
· The relative strength of interference over noise varies substantially over the cell and among interferers 
Proposals:
· NOMA link level simulations use coupling loss CDFs and open loop power control equations to randomly generate the relative SNR among NOMA UEs served by a cell
· Rx power for a group of simultaneous NOMA UEs is determined according to coupling loss + power control
· Mean power of the group (averaged in dB) is set to the desired SNR
· Report any mechanisms used to reduce power variation 
· Describe the number and timing of any grouping used to reduce power 
· [bookmark: _GoBack]Power grouping is only used for NOMA operation in RRC_ACTIVE state
· If closed loop power control is used, when power control commands are transmitted should be described.
· For example, if power control updates are only transmitted with HARQ, with PUSCH transmissions, or when UL power variation is detected from measurements.
· Study the impact of relative strength and number of dominant interferers in link level simulations
· Derive interference statistics from system level simulations.

Proposal for traffic model:
For NOMA URLLC, traffic is modelled as follows:
· Average packet arrival rate is no greater than 10 Hz
· Average connection density over the cell is at most 0.01 UE / m2 
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Appendix
Table 1: System-level assumptions for calibration purpose
	Parameters
	Case 1
	Case 2
	Case 3

	Layout
	Single layer - Macro layer: Hex. Grid

	Inter-BS distance
	1732m 
	500m 
	200m

	Carrier frequency
	700MHz
	700MHz
	4GHz

	Channel model
	UMa in TR 38.901

	UE Tx power
	Max 23 dBm

	BS Tx power
	Max 46 dBm

	BS antenna configurations
	2 ports: (M, N, P, Mg, Ng) = (10, 1, 2, 1, 1), +-45 Polarization
dH = dV = 0.8λ;

	BS antenna downtilt
	92
	98
	102

	BS antenna height
	25m

	BS antenna element gain + connector loss
	8 dBi, including 3dB cable loss

	BS receiver noise figure
	5dB

	UE antenna configuration
	1

	UE antenna height
	Follow the modelling of TR 38.901

	UE antenna gain
	0dBi

	UE distribution
	Follow the evaluation assumptions

	UE power control
	Open loop PC, P0 = [-90] dBm, alpha = 1.

	HARQ/repetition
	1

	UE attachment
	Refer to 36.873
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