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1 Introduction

This contribution discusses remaining details on evaluation methodology to test use cases identified in revised SID [1]. Followings have been made as agreements for evaluation assumptions in last RAN1 meeting. 
	Agreements:

· Select one or more representative use case(s) for the prioritized use cases in the SID and/or the Rel-15 enabled use case for evaluation, which use case(s) to evaluate is up to companies.
· Further discussion how/whether to capture them in the TR

· Further discussion other detailed simulation assumptions

The following table of representative use cases for selection for evaluation is an example as the starting point for further discussion:
Use case
(Clause #)

Reliability (%)

Latency (ms)

# of UEs
(per cell)

Data packet size and traffic model

Description 

Transport Industry

(22.186: 5.5)

[99.999]
[5] (end to end latency)

[30]

DL: [TBD] byte; ftp model 3 with arrival interval [TBD] s

UL: [TBD] byte; Periodic with arrival interval [TBD] s 

Remote driving 

Power distribution

(22.804:5.6.4 &5.6.6)
99.9999
5(end to end latency)

8

[80] byte 

ftp model 3 with arrival interval 100ms

Power distribution grid fault and outage management 

[99.999] 

15(end to end latency)

8

250 byte 

Periodic and deterministic with arrival interval 0.833 ms

Differential protection
Factory automation

(22.804: 5.3.2)
99.9999
[2](end to end latency)

 [4, 40]

20 byte, 50 byte
Periodic and deterministic traffic model

Motion control
Rel-15 enabled use case (e.g. AR/VR)

99.999 

[1ms] (air interface delay)

1, 5, 10, 20

[32, 256] bytes 

FTP model 2/3 or periodic with different arrival rates

Companies report the combination of the requirement 

· All the entries in the above table are subject to further discussion which can be revisited in the next meeting

· Note: The details on above the requirements can refer to R1-1809337.

· Note: 3ms ~ 10ms CN delay for differential protection (i.e. power distribution case 2) could be considered.

· Note: Rel-15 higher layer mechanisms for reliability may be applicable for achieving the reliability requirement
· Note: The reliability and latency are as defined in 22.186.  
· Note: For AR/VR, the requirement can refer to section 7.2.3 in TS 22.261. 
· Note: FFS whether the packet size is based on application layer or L2/L3. The packet size listed in the table needs to further discussed, especially depending on the outcome of whether the packet size is based on application layer or L2/L3

· Further discussion on how to map the requirements (e.g., reliability, latency, etc.) to RAN-level requirements

Agreements:

· Further discussion till next meeting regarding whether/how to evaluate the number of users, the % of users, etc., satisfying reliability and latency requirements. 
Agreements:

· Companies are encouraged to report the CDF of UE geometry 

· Further discussion whether/how to re-use the deployment and channel models in the existing TRs (e.g. 38.802, 37.885 and 38.901) 



Besides further points are made as agreements through email-discussion. 
	· Additional assumptions for evaluation: 

· Companies describe overhead modeling (e.g. PDCCH overhead) used by companies in the simulation 

· Companies describe modification to channel models if any 

· Companies describe power control mechanisms 

· 1 ms air interface latency is assumed for evaluation for factory automation, with the assumption of 1 ms CN delay in 2 ms end-to-end latency. 

· Other values for evaluation are not precluded

· In evaluations, it is assumed that the packet size is based on L2/L3 SDU in the evaluation 

· FFS header overhead 
· FFS whether to describe the following assumptions: 

· Duplex mode: FDD or TDD (DL/UL configuration) 

· Re-dropping or discarding UEs which do not satisfy certain channel quality if any 

· Blockage due to moving metal parts for channel model for factory automation 

· Other assumptions like TTI size, gNB/UE processing time, CSI measurement and reporting

· Companies are encouraged to provide evaluation on baseline performance achievable with Rel-15 NR URLLC, for the prioritized URLLC use cases identified in the Rel-16 URLLC SID. 

· Take the simulation settings in the following table as the starting point for Rel-16 NR URLLC system level evaluation for urban macro for power distribution:   

Parameters
Value
Layout 

Single layer - Macro layer: Hex. Grid 

Inter-BS distance 

500m 
Note: Other value (e.g. 150 m) is not precluded 

Carrier frequency 

4 GHz 

Channel model 

UMa in TR 38.901 

UE Tx power 

23dBm 

BS antenna configurations 

FFS antenna ports (e.g., 4 Tx/4 Rx antenna ports, etc.)
(M, N, P, Mg, Ng) = (8, 8, 2, 1, 1); 
dH = 0.5λ, dV = 0.8λ; 
102 degree for 500m ISD 

BS antenna height 

25m 

BS antenna element gain + connector loss 

8 dBi 

BS receiver noise figure 

5dB 

UE antenna configuration 

FFS antenna ports (e.g., 2 Tx/4 Rx antenna ports, etc.)
Panel model 1: Mg=1, Ng=1, P=2, dH=0.5 

UE antenna height 

Follow the modelling of TR 38.901 (e.g. 1.5m) 

UE antenna gain 

0dBi as starting point 

UE receiver noise figure 

9 dB 

Total transmit power per TRxP 

49 dBm 

BS receiver 

MMSE-IRC as the baseline receiver
Note: Advanced receiver is not precluded. 

Parameters with the value not defined in 38.802
Number of UEs per cell 

Up to 10 

Simulation bandwidth 

40 MHz 

SCS 

30 kHz 
Note: Companies can also evaluate 60 kHz. Other values for evaluation are not precluded. No restriction of the SCS for Rel-16 URLLC design. 
UE distribution 

100% of users are outdoors 

UE power control 

Companies report the PC mechanisms used for URLLC. 

HARQ/repetition 

Companies report (including HARQ mechanisms). 

Channel estimation 

Realistic

· Take the simulation settings in the following table as the starting point for Rel-16 NR URLLC system level evaluation for indoor hot-spot for factory automation:   

Parameters
Value
Inter-BS distance

20m

Carrier frequency

4 GHz

UE Tx power

23dBm

BS antenna element gain + connector loss

5 dBi

BS receiver noise figure

5dB

BS antenna configurations

FFS antenna ports (e.g., 4 Tx/4 Rx antenna ports, etc.)
(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH = dV = 0.5 λ for 4GHz

BS antenna height

[3] m 
Note: Companies report the modification of the layout

UE antenna configuration

FFS antenna ports (e.g., 2 Tx/4 Rx antenna ports, etc.)
Panel model 1: Mg = 1, Ng = 1, P = 2, dH = 0.5

UE antenna height

Follow the modelling of TR 38.901 (e.g. 1.5m) 
Note: Companies report the modification of the layout

UE antenna gain

0dBi as starting point

BS Tx power

24 dBm per 20 MHz

BS receiver

MMSE-IRC as the baseline receiver
Note: Advanced receiver is not precluded.

UE receiver noise figure

9 dB

Parameters with the value not defined directly for factory automation in 38.802
SCS

30 kHz 
Note: Companies can also evaluate 60 kHz. Other values for evaluation are not precluded. No restriction of the SCS for Rel-16 URLLC design.

Simulation bandwidth

40 MHz

Layout

Single layer as defined in 38.802 
Indoor floor: [(3, 6, 12) BSs per 120 m x 50 m] 
 
Note: Companies report the modification of the layout

Channel model

ITU InH for 4 GHz 
Companies report the modification of the channel model

Number of UEs per cell

Up to [40]

UE distribution

100% of users are indoor: 3 km/h and/or 30 km/h UE-speed 
Note: which one to use is up to companies and other value(s) are not precluded

UE power control

Companies report the PC mechanisms used for URLLC.

HARQ/repetition

Companies report (including HARQ mechanisms).

Channel estimation

Realistic

· Evaluation of 30 GHz carrier frequency is not precluded.



2 Discussion
2.1 Requirements for use cases
From revised SID [1], [3] is mainly for remote driving and [2] is for factory automation and power distribution. Following table is captured as requirements identified in SA1 from [3]. 
Table 1. Performance requirements for remote driving
	Communication scenario description
	Req #
	Max end-to-end latency (ms)
	Reliability (%)
	Data rate (Mbps)

	Information exchange between a UE supporting V2X application and a V2X Application Server
	[R.5.5-002]
	5
	99.999
	UL: 25

DL: 1


Before RAN1 captures those requirements for evaluation assumptions, it needs to check what the meaning of requirement is. From [3], following two sentences are defined as end-to-end latency and reliability. 
End-to-end latency: Time it takes to transfer a given piece of information from a source to a destination, measured at the application level, from the moment it is transmitted by the source to the moment it is received at the destination.
Reliability (%): The success probability of transmitting X bytes within a certain delay, which is the time it takes to deliver a small data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface.
As explained above, latency and reliability have clear definition in this document, whereas there is no clear description on data rate. One importance to note is that data rate might not be directly related with transmission rate in view of RAN1 level because SA may define data rate by considering all PHY layer and other aspect. So, following equation can be considered in high level. 
Data rate = Packet size / end-to-end latency

From above equation, packet size for UL and DL could be derived by using defined values in Table 1, i.e., UL packet size is 15625 bytes and DL packet size is 625 bytes. Actually, since those packet size is come from end-to-end latency, it cannot directly apply packet size given air interface latency. Therefore, packet size for RAN1 test should be recalculated as following: UL packet size for RAN1 = UL packet size * (air interface latency/end-to-end latency). For example, if air interface latency is fixed as 3ms, UL and DL packet size can be decided as 15625 * (3/5) = 9375bytes, 625 * (3/5) = 375 bytes. Moreover, if we consider transmission excluding gNB/UE processing time and frame alignment from air interface latency, above packet size would be smaller. However, especially UL packet size could be hard to implement with considering high reliability. 
Observation 1: It shows seemingly large UL packet size derived from given data rate and latency which are specified in [3] with satisfying high reliability.
Actually, 99.999% maybe not only RAN1 reliability requirement as it can be achieved through all RAN1 new features for improving reliability. Since there is no fully description of remote driving in [3], it needs to do cross check with other material. From [3], it is noted that remote driving requirements [R.5.5-002] is related with [CPR.R-001], [CPR.R-002], [CPR.R-003], [CPR.R-004] in [5] as followings. 
[CPR.R-001]
The 3GPP system shall support user experienced data rate up to 1 Mbps at DL and 20 Mbps at UL for UE supporting V2X application between V2X application server and UE for an absolute speed of up to 250 km/h.
[CPR.R-002]
The 3GPP system shall support ultra-high UL and DL reliability [99.999 or higher] % for UE supporting safety-related V2X application.
[CPR.R-003]
The 3GPP system shall support end-to-end latency 5 ms between V2X application server and UE supporting safety-related V2X application for an absolute speed of up to 250 km/h.
	Communication scenario
	Payload (Bytes)
	Max end-to-end
latency

(ms)
	Reliabi-lity (%)
	Data rate (Mbps)
	Communication range (meters)

	Section
#
	Description
	CPR #
	
	
	
	
	

	5.21
	Between a UE supporting V2X application & V2X Application Server.

Driver Control
	[CPR.R-004]
	
	[20]
	[99.999]
	UL: 25

DL: 1
	


From the above explanation, high reliability is applicable for safety-related V2X application having examples of autonomous driving, car platooning, priority handling between safety-related V2X services and other services as a scope in [5]. So, when 25Mbps consists of 20Mbps for live video streaming and 5Mbps for safety-related sensing information, it is possible that it does not need to let all 25Mbps should satisfy a reliability of 99.999%. Instead of it, those parameters may have different reliability such that 20Mbps for live video streaming with 99.9% and 5Mbps for safety-related sensing information with 99.999%. 
Observation 2: There is no clear justification and background on reliability, data rate and latency in [3]. So, it is better to check other references such as [5], [6] to see feasibility. 

Proposal 1: As for remote driving, it is preferred to have separate scenarios having different reliability targets. 
Although [6] is not referred in [1], it might be better to check how SA2 defines video streaming requirements. In Table 5.7.4.-1 of [6], Non-Conversational Video (Buffered Streaming) has packet delay budget of 300ms and packet error rate of 10-6. Conversational Video (Live Streaming) has packet delay budget of 150ms and packet error rate 10-3. Actually, since both video streaming may be not mainly target for remote driving, it cannot ensure that these are should be used for evaluation assumptions. However, it is worthwhile to see how much video requires latency and reliability requirement at least in SA2. 
Observation 3: In [6], there are various reliability and latency requirement for video transmission, which has different value with specified in [3]. 

Regarding traffic model for remote driving, there is no clear motivation only to have one between non-periodic traffic arrival and periodic traffic arrival. So, it is reasonable to have both options at least in study item phase. 
Observation 4: It considers non-periodic traffic model (like FTP model) and periodic traffic model (deterministic model)
From the Table A in appendix, there are many scenarios and related target requirements for factory automation and power distribution in [2] with most absent of details for each value per parameter. 
As for factory automation, there are two distinguishable cases after it only uses entries with identified values on reliability, latency and packet size. Case 1 is come from Factories of the Future 2.1, 2.2, 2.3, 2.8 and 2.10 identified in [2]. Case 2 is come from Factories of the Future 7.1, 7.6 identified in [2]. 
Table 2. Summary of requirements identified for factory automation in [2].

	
	Latency
	Packet size
	Reliability
	# of UEs
	UE speeds

	Case 1 
	< 0.5, 1, 2ms
	20, 40, 50 bytes
	99.9999% ~ 99.99999%
	< 20, 50, 100
	< 20m/s

	Case 2
	< 1, 10, 50, 100, 500 ms
	40, 250, 15k, 250k bytes
	99.9999%
	< 100
	< 14m/s


Proposal 2: It is preferred to only include case 1 with packet size of 40 bytes and the UE number of 10 to minimize evaluation workload for factory automation.
As for power distribution, actually, there is no entry having full identified value for latency, reliability, packet size and the number of users. So, it might be better to take all value regardless of specific use cases as follows. 
Table 3. Summary of requirements identified for power distribution in [2].

	Latency
	Packet size
	Reliability
	# of UEs
	UE speeds

	< 5, 10, 15ms
	100, 250 bytes
	99.9999% 
	100,000
	N.A.


Proposal 3: It is preferred to only include case with packet size of 100 bytes, latency of 5ms and the UE number of 10~50 to minimize evaluation workload for power distribution.
Proposal 4: As for packet size, it should consider additional overhead required for higher layer processing.
As for Rel-15 enabled use case such as AR/VR, exact values are not identified in [2] for entertainment industry. Instead of it, augmented reality is identified within factories of the future: end-to-end latency of less than 10ms. So, if it requires larger packet size than identified value in agreed table, it is preferred to have different latency target. 
One more issue is to clarify performance metric of URLLC capacity defined in [4] as following.

	URLLC capacity and URLLC / eMBB multiplexing capacity 

- Definition: URLLC system capacity is calculated as follows: 

- C(L, R) is the maximum offered cell load under which Y% of UEs in a cell operate with target link reliability R under L latency bound 

- X = (100 – Y) % is the percentage of UEs in outage 

- A UE in outage is defined as the UE cannot meet latency L and link reliability R bound 

- Companies report their assumption on X


 Here, it is not clear which one of following options is proper to see outage UE. 

 
Option 1: UE cannot meet both latency L and link reliability R bound 

 
Option 2: UE cannot meet at least one of latency L and link reliability R bound   

Given that URLLC service means traffic satisfying both reliability and latency, option 1 is better interpretation than option2. 

Proposal 5: It should consider following URLLC capacity definition with updated definition. 
	URLLC capacity and URLLC / eMBB multiplexing capacity 

- Definition: URLLC system capacity is calculated as follows: 

- C(L, R) is the maximum offered cell load under which Y% of UEs in a cell operate with target link reliability R under L latency bound 

- X = (100 – Y) % is the percentage of UEs in outage 

- A UE in outage is defined as the UE cannot meet both latency L and link reliability R bound 

- Companies report their assumption on X


2.2 Simulation assumptions for SLS

For simulation assumptions of indoor scenario (especially for factory automation), some parameters were not fixed or identified. So, the following table is the proposed parameters. It is noted that most of values for each parameter are referred from [4] and 3GPP self-evaluation campaign for IMT-2020. However, some parameters such as BS antenna height and layout would be changed to show real factory operation.
Table 4. proposed parameters for SLS assumptions of indoor scenario
	Parameter
	Value

	Thermal Noise
	-174dBm/Hz

	Traffic model
	Periodic traffic model and Non periodic traffic model (like FTP traffic model 3)

	Traffic load (Resource utilization)
	For baseline scheme: 25, 50 and 80% (other value is not precluded)

	Number of TXRU per TRxP
	32TXRU, (Mp,Np,P,Mg,Ng) = (4,4,2,1,1), (1-to-1 mapping)

	Number of antenna elements per TRxP
	32Tx/Rx, (M,N,P,Mg,Ng) = (4,4,2,1,1), (dH,dV) = (0.5, 0.5)λ, +45°, -45° polarization

	UE mobility model
	Option 1: Fixed and identical speed |v| of all UEs, randomly and uniformly distributed direction
Option 2: Fixed and different speed |v| of all UEs, randomly and uniformly distributed direction

	UE antenna element pattern
	Omni-directional (for sub-6)

	UE density
	10 UEs per TRxP

	Antenna element vertical radiation pattern (dB)
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	Antenna element horizontal radiation pattern (dB)
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	Combining method for 3D antenna element pattern (dB)
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	Maximum directional gain of an antenna element GE,max
	5 dBi

	Mechanic tilt 
	180° in GCS (pointing to the ground)

Top view: 
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	Electronic tilt
	90° in LCS

	Handover margin (dB)
	0 (i.e., the strongest cell is selected)

	Antenna height
	Option 1: 3m
Option 2: 10m

	Layout
	Option 1: 120m X 50m 
Option 2: 480m X 200m 


Proposal 6: It should consider table 4 as SLS assumptions for factory automation
2.3 Simulation assumptions for LLS

There is no discussion on LLS evaluation assumptions. However, it should be finalized to see target BLER per operating SINR in each physical channel. Following table is mostly referred from [4]. 
Table 5. proposed parameters for LLS assumptions of indoor scenario
	Attributes
	Values or assumptions

	Carrier Frequency
	700MHz and 4 GHz (FDD and TDD)

	Modulation and coding rate
	Selected on from MCS table 1 or 3

	User bandwidth
	Companies report

	Latency bound
	1ms

Other values are not precluded

	SINR range
	-5dB to 20dB

Larger range is not precluded

	Sub-carrier spacing
	Companies report

	Channel model
	TDL-A (delay spread: 30ns)
TDL-C (delay spread: 300ns) 
TDL-B (delay spread 100ns) (optional)

	UE speed
	3 km/h

(Other UE speeds are not precluded)

	BS antenna configuration
	2/4/8 Tx/Rx ports as start point

Other values (i.e., up to 256) are not precluded

	UE antenna elements
	2/4 Tx/Rx ports as start point

Other values (i.e., up to 8) are not precluded

	Packet arrive rate
	Option 1: periodically

Option 2: Poisson arrival with arrival rate 

	PHY Packet size
	32 byte, 50 byte, 200 byte

Other values are not precluded.

	ACK Feedback assumption
	Ideal as start point (Note 1)

	Channel estimation
	Ideal as start point; Realistic is not precluded when RS design is ready

	CQI feedback assumption
	Companies report the feedback scheme if any

	Channel coding
	Control channel: Polar code
Data channel: LDPC

	Deployment
	Indoor hotspot as listed in 3GPP 38.802


Proposal 7: It should consider table 5 as LLS assumptions for factory automation.
2.4 Preliminary LLS results for PDCCH and PUSCH
In our companion contribution [7], it is shown that figures A1 and A2 present BLER results for PDCCH. Figure A3 presents BLER results for PUSCH. All results are with realistic channel estimation and according to the simulation assumptions in [8]. For the PUSCH, transmission was assumed to be over 8 symbols with 2 DMRS symbols. Figure A4 presents the geometry CDF for the power distribution system model in [8].

3 Conclusions

This contribution discussed on remaining issues to finalize simulation assumptions for various eURLLC use cases. Following observations and proposals are summarized.
Observation 1: It shows seemingly large UL packet size derived from given data rate and latency which are specified in [3] with satisfying high reliability.

Observation 2: There is no clear justification and background on reliability, data rate and latency in [3]. So, it is better to check other references such as [5], [6] to see feasibility. 
Observation 3: In [6], there are various reliability and latency requirement for video transmission, which has different value with specified in [3]. 

Observation 4: It considers non-periodic traffic model (like FTP model) and periodic traffic model (deterministic model)
Proposal 1: As for remote driving, it is preferred to have separate scenarios having different reliability targets. 
Proposal 2: It is preferred to only include case 1 with packet size of 40 bytes and the UE number of 10 to minimize evaluation workload for factory automation.
Proposal 3: It is preferred to only include case with packet size of 100 bytes, latency of 5ms and the UE number of 10~50 to minimize evaluation workload for power distribution.
Proposal 4: As for packet size, it should consider additional overhead required for higher layer processing.
Proposal 5: It should consider following URLLC capacity definition with updated definition. 
Proposal 6: It should consider table 4 as SLS assumptions for factory automation 
Proposal 7: It should consider table 5 as LLS assumptions for factory automation.
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Appendix A
Table A. Summary of service performance requirements and influence quantities 
	Use case (Clause #)
	Characteristic parameter (KPI)
	Influence quantity
	Related requirement
	Remark

	
	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter
	Service bit rate: user-experienced data rate (note)
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area
	
	

	5.3.2
	99,9999% to 99,999999%
	< transfer interval
	
	 
	40
	1 ms 
	1 ms
	≤ 20 m/s
	≤ 50
	 
	Factories of the Future 2.1, 2., 2.8, 2.10
	Motion control; cyclic interaction

	5.3.2
	99,9999% to 99,999999%
	< transfer interval
	
	 
	50
	0,5 ms 
	0,5 ms
	≤ 20 m/s
	≤ 20
	 
	Factories of the Future 2.2, 2.8, 2.10
	Motion control; cyclic interaction

	5.3.2
	99,9999% to 99,999999%
	< transfer interval 
	
	 
	20
	2 ms 
	2 ms
	≤ 20 m/s
	≤ 100
	 
	Factories of the Future 2.3, 2.8, 2.10
	Motion control; cyclic interaction

	5.3.3
	 
	 
	
	≥ 1 Mbit/s
	 
	 
	 
	 
	 ≤ 100
	 
	Factories of the Future 3.2
	Motion control – transmission of non-real-time data

	5.3.5
	99,9999% to 99,999999%
	< transfer interval 
	
	 
	1 k
	≤ 4 ms 
	 
	 
	5 to 10
	 
	Factories of the Future 5.1, 5.3, 5.6
	Control-to-control communication (motion subsystems); cyclic interaction; in the future up to 100 UEs. 

	5.3.6
	99,9999% to 99,999999%
	< transfer interval 
	< 50% of transfer interval
	
	40 to 250
	4 ms to 8 ms 
	 
	 
	 
	10 m x 10 m
	Factories of the Future 6.1, 6.6
	Mobile control panels with safety functions; cyclic interaction; not more than 4 concurrent communication services of this type in the same service area.

	5.3.6
	99,9999% to 99,999999%
	< 30 ms 
	< 50% of end-to-end latency
	> 5Mbit/s
	 
	 
	 
	 
	 
	 
	Factories of the Future 6.2, 6.6
	Mobile control panels with safety functions; bi-directional communication

	5.3.6
	99,9999% to 99,999999%
	< transfer interval 
	< 50% of transfer interval
	 
	40 to 250
	12 ms 
	12 ms
	 
	 
	typically 40 m x 60 m; maximum 200 m x 300 m 
	Factories of the Future 6.4, 6.6
	Mobile control panels with safety functions; cyclic interaction; not more than 2 concurrent communication services of this type in the same service area.

	5.3.7
	> 99,9999%
	< transfer interval 
	< 50% of transfer interval
	 
	40 to 250
	1 ms 
	1 ms
	≤ 14 m/s
	≤ 100
	≤ 1 km2 
	Factories of the Future 7.1, 7.6
	Mobile robots; cooperative robotic motion control; cyclic interaction

	5.3.7
	> 99,9999%
	< transfer interval 
	< 50% of transfer interval
	 
	40 to 250
	1 ms to 10 ms 
	1 ms to 10 ms
	≤ 14 m/s
	≤ 100
	≤ 1 km2 
	Factories of the Future 7.1, 7.6
	Mobile robots; machine control; cyclic interaction

	5.3.7
	> 99,9999%
	< transfer interval 
	< 50% of transfer interval
	 
	40 to 250
	1 ms to 50 ms 
	1 ms to 50 ms
	≤ 14 m/s
	≤ 100
	≤ 1 km2 
	Factories of the Future 7.1, 7.6
	Mobile robots; cooperative driving; cyclic interaction

	5.3.7
	> 99,9999%
	< transfer interval 
	< 50% of transfer interval
	 
	40 to 250
	10 ms to 100 ms 
	10 ms to 100 ms
	≤ 14 m/s
	≤ 100
	≤ 1 km2 
	Factories of the Future 7.1, 7.6
	Mobile robots; video-operated remote control; cyclic interaction

	5.3.7
	> 99,9999%
	< transfer interval 
	< 50% of transfer interval
	 
	15 k to 250 k
	40 ms to 500 ms 
	40 ms to 500 ms
	≤ 14 m/s
	≤ 100
	≤ 1 km2 
	Factories of the Future 7.1, 7.6
	Mobile robots; video-operated remote control; standard mobile robot operation and traffic management; cyclic interaction

	5.3.7
	 
	 
	
	> 10 Mbit/s
	 
	 
	 
	≤ 14 m/s
	≤ 100
	≤ 1 km2 
	Factories of the Future 7.2, 7.6
	Mobile robots; real-time video stream

	5.3.8
	> 99,9999%
	≤ 10 ms
	
	≤ 100 Mbit/s
	 
	 
	 
	 
	 
	 
	Factories of the Future 8.2, 8.10, 8.11
	Massive wireless sensor networks; connection density up to 1/m2; normally, all connected devices are not sending or receiving messages at the same time.

	5.3.10
	 > 99,9%
	< 10 ms
	
	
	 
	 
	 
	 
	 
	 
	Factories of the Future 10.2, 10.3
	Augmented reality; bi-directional transmission; support at least 3 devices in the same cell

	5.3.10
	> 99,9%
	< 10 ms
	
	
	 
	 
	 
	 
	 
	 
	Factories of the Future 10.2, 10.3
	Augmented reality; bi-directional transmission; support at least 3 devices in the same cell

	5.3.11
	99,9999% to 99,999999%.
	< transfer interval 
	10% of transfer interval
	 
	 
	≥ 10 ms 
	 
	 
	 
	 
	Factories of the Future 11.1, 11.2
	Process automation – closed-loop control

	5.3.12
	99,99%
	 
	
	 
	 
	50 ms to seconds
	 
	 
	 
	 
	Factories of the Future 12.1, 12.2
	Process automation – process monitoring; UE density ≤ 10000/km2

	5.3.12
	99,99%
	 
	
	 
	 
	several seconds
	 
	 
	 
	 
	Factories of the Future 13.1, 13.2
	Process automation – plant asset management; UE density ≤ 10000/km2

	5.6.2
	 
	 
	
	 
	~ 100
	~ 50 ms 
	 
	 
	≤ 100.000
	 
	Electric-Power Distribution 1.1
	Primary Frequency Control

	5.6.2
	 
	~ 50 ms
	
	 
	 
	 
	 
	 
	 
	 
	Electric-Power Distribution 1.2
	Primary Frequency Control

	5.6.3
	 
	 
	
	 
	~ 100
	~ 200 ms
	 
	 
	≤ 100.000
	 
	Electric Power Distribution 2.1
	Distributed Voltage Control with up to 100% RES 

	5.6.3
	 
	~ 100 ms
	
	 
	 
	 
	 
	 
	 
	 
	Electric Power Distribution 2.2
	Distributed Voltage Control with up to 100% RES 

	5.6.4
	≥ 99,9999%
	< 5 ms
	
	 
	 
	 
	 
	 
	 
	 
	Electric Power Distribution 3.1, 3.2
	Power distribution grid fault and outage management: distributed automated switching for isolation and service restoration for overhead lines; peer-to-peer (here: UE to UE)

	5.6.5
	≥ 99,9999%
	< 10 ms
	
	 
	 
	 
	 
	 
	 
	 
	Electric Power Distribution 4.2, 4.3
	Smart Grid: synchronicity between the entities

	5.6.6
	
	< transfer interval 
	< 50% of transfer interval
	
	250
	0,8 ms 
	
	
	
	
	Electric Power Distribution 5.1, 5.2, 5.4
	Differential protection; peer-to-peer communication

	5.6.6
	
	< 15 ms
	
	
	
	
	
	
	
	
	Electric Power Distribution 5.3
	Differential protection; peer-to-peer communication


Appendix B
The one-to-one mapping of standardized 5QI values to 5G QoS characteristics is specified in table 5.7.4-1.

Table 5.7.4-1: Standardized 5QI to QoS characteristics mapping

	5QI

Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
	Packet Error

Rate 
	Default Maximum Data Burst Volume

(NOTE 2)
	Default

Averaging Window
	Example Services

	1

	
GBR
	20
	100 ms
	10-2
	N/A
	2000 ms
	Conversational Voice

	2

	(NOTE 1)
	40
	150 ms
	10-3
	N/A
	2000 ms
	Conversational Video (Live Streaming)

	3
	
	30
	50 ms
	10-3
	N/A
	2000 ms
	Real Time Gaming, V2X messages

Electricity distribution – medium voltage, Process automation - monitoring

	4

	
	50
	300 ms
	10-6
	N/A
	2000 ms
	Non-Conversational Video (Buffered Streaming)

	65
	
	7
	75 ms
	
10-2
	N/A
	2000 ms
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66

	
	
20
	100 ms
	
10-2
	N/A
	2000 ms
	Non-Mission-Critical user plane Push To Talk voice

	67

	
	15
	100 ms
	10-3
	N/A
	2000 ms
	Mission Critical Video user plane

	75
	
	25
	50 ms
	10-2
	N/A
	2000 ms
	V2X messages

	5
	Non-GBR
	10
	100 ms
	10-6
	N/A
	N/A
	IMS Signalling

	6
	(NOTE 1)
	
60
	
300 ms
	
10-6
	N/A
	N/A
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
	
	
70
	
100 ms
	
10-3
	N/A
	N/A
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
	
	
80
	


300 ms
	


10-6
	


N/A
	


N/A
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive

	9
	
	90
	
	
	
	
	video, etc.)

	69
	
	5
	60 ms
	10-6
	N/A
	N/A
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
	
	55
	200 ms
	10-6
	N/A
	N/A
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)

	79
	
	65
	50 ms
	10-2
	N/A
	N/A
	V2X messages

	80
	
	68
	10 ms


	10-6
	N/A
	N/A
	Low Latency eMBB applications Augmented Reality

	82
	Delay Critical GBR
	19
	10 ms
(NOTE 4)
	10-4
	255 bytes
	2000 ms
	Discrete Automation (see TS 22.261 [2])

	83
	
	22
	10 ms
(NOTE 4)
	10-4
	1358 bytes

(NOTE 3)
	2000 ms
	Discrete Automation (see TS 22.261 [2])

	84
	
	24
	30 ms

(NOTE 6)
	10-5
	1354 bytes
	2000 ms
	Intelligent transport systems (see TS 22.261 [2])

	85
	
	21
	5 ms

(NOTE 5)
	10-5
	255 bytes
	2000 ms
	Electricity Distribution- high voltage (see TS 22.261 [2])

	NOTE 1:
A packet which is delayed more than PDB is not counted as lost, thus not included in the PER.

NOTE 2:
It is required that default MDBV is supported by a PLMN supporting the related 5QIs.

NOTE 3:
This MDBV value is set to 1354 bytes to avoid IP fragmentation for the IPv6 based, IPSec protected GTP tunnel to the 5G-AN node (the value is calculated as in Annex C of TS 23.060 [56] and further reduced by 4 bytes to allow for the usage of a GTP-U extension header).

NOTE 4:
A delay of 1 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface.

NOTE 5:
A delay of 2 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface.

NOTE 6:
A delay of 5 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface.


NOTE 1:
For Standardized 5QI to QoS characteristics mapping, the table will be extended/updated to support service requirements for 5G, e.g. ultralow latency service.

NOTE 2:
It is preferred that a value less than 64 is allocated for any new standardised 5QI of non-GBR Resource Type. This is to allow for option 1 to be used as described in clause 5.7.1.3 (as the QFI is limited to less than 64).
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