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1 Introduction

The Rel-16 URLLC SID [1] describes three new use cases of factory automation, electric power distribution and transport industry for NR to address in addition to enhancements to AR/VR specified in Rel-15. It was observed at the RAN1 #94 meeting that the first order of business should be to evaluate how well Rel-15 satisfies the requirements for these use cases as provided in TR 22.804 and 22.886. As these new vertical markets each comprise several use cases, it was agreed to select a subset of representative use cases for further study. A subsequent email discussion [2] attempted to finalize scenarios, requirements and the corresponding link- and system-level evaluation assumptions.  This contribution discusses some of the unresolved issues described in [2]. 
2 Discussion
2.1 Representative use cases and corresponding requirements
In order to define a realistic set of evaluation assumptions it is necessary to properly review the scenarios and requirements in TR 22.804 [3]and TR 22.886 [4]. 

Factory automation – motion control

Motion control is viewed as the most challenging use case in terms of latency and reliability and is taken here as the representative use case for factory automation. A typical service flow is described in [3] as follows:
	Excerpt from Sec. 5.3.2.3 of [3]
Within each communication cycle of duration Tcycle, the following steps are performed in a strictly cyclic manner: 

1)
The motion controller sends set points to all actuators. 

2)
The actuators take these set points and put them into an internal buffer.

3)
All sensors transmit their current actual values from their internal buffer to the motion controller.

4)
At a well-defined time instant within the current cycle, which is commonly referred to as the "global sampling point", the actuators retrieve the latest set points received from the motion controller from their internal buffer and act accordingly on the process(es) (see Figure 5.3.2.1-1). At exactly the same time, the sensors determine the current state of the process(es) and put them as new actual values in their internal buffer, ready to be transmitted to the motion controller. It is important that there is a very high synchronicity in the order of 1 µs between all involved devices (motion controller, sensors, and actuators) with respect to this global sampling point. 




It can be seen that the typical traffic is cyclic (periodic) in nature. Although acyclic traffic is also supported, it is of lower priority as it is mainly for non-real-time operations such as software and maintenance updates. Considering the phased requirements given in Sec. 5.3.2.6 of [3], we propose a representative use case with a periodic inter-arrival interval of 2ms. Note that the requirements also trade off packet size, latency and number of UEs. Since the packet size is at the application layer, CN and RAN overhead should also be considered. A simple approach is to take the Rel-15 packet size of 32 bytes as representative of the packet size at MAC scheduler without considering any additional higher layer (including CN) overhead. 
It is important to note that for motion control there is little to no interaction with a PLMN given that controllers, sensors and actuators are confined to a local indoor area or a well contained indoor/outdoor area. Therefore, inter-UE multiplexing of DL or UL data with different reliability requirements may not be required in the most challenging factory automation scenarios. As such, the use case of mixed mode non-URLLC and URLLC traffic to/from a UE does not really apply. 

Observation: factory automation scenario is characterized by periodic traffic. 

Finally, 5G-ACIA communicated to 3GPP at RAN #81 that the ITU InH channel model is not suitable for industrial environments as it targets office and shopping mall environments. Although RAN approved a new channel model study [5], the RAN1 work for this SI officially kicks off after the end of the URLLC SI in March 2019. Therefore, the URLLC SI could take the ITU InH channel as a starting point given that it may be hard to achieve consensus on significant tweaks to this channel model before March 2019. Nevertheless some small changes may be considered in line with the LS from 5G-ACIA. 
For the scenarios listed in Table 5.3.2.1-1 of [3], the largest service area is 100m x 100m x 30m and up to 100 sensors/actuators. For the same TRxP density as the ITU InH layout with 12 TRxPs in a 120m x 50m space with ISD of 20m (see TR 38.901), this translates to roughly 5 UEs per site for a cell area of 20m x 25m. On the other hand, a piece of machinery may have multiple sensors/actuators and the distribution of machines per cell site may not be uniform. Therefore, it is also reasonable to consider a larger number of UEs per site such as 10.
Proposal 1: for the factory automation scenario, select a 32 byte PHY packet size, periodic traffic with inter-arrival interval of 2ms and 5-10 UEs per cell.
Remote Driving

The requirements for remote driving in 22.186 include 5ms end-to-end latency, a 25:1 Mbps UL/DL data rate ratio, reliability up to 99.999% and UE speeds up to 250 km/h.  Our understanding of this use case is that a vehicle periodically sends live video (UL) to a remote human operator, who in turn provides commands to navigate the vehicle. Therefore, traffic should be periodic in both DL and UL directions. 
Observation: DL/UL traffic distribution for remote driving is expected to be predominantly periodic.

Taking the urban grid for V2X as a representative use case, a 3x3 block grid is defined in TR 37.885 with total length of lanes around a block of (433 + 250) m. For a 3-sectored hexagonal cell site for UMa with ISD = 500m, a single cell area is ~72170 m2, whereas the area of a block in the 3x3 grid layout is 433*250 = 108250 m2. Therefore, a cell covers roughly 66.67% of an urban block. Given the requirement in 37.885 of an average response time of 2s and an average speed of 60 km/h, the inter-vehicle distance is 38.33m (length of a car is 5m). Therefore, for 2 lanes on each side of the block, the total number of vehicles per block is roughly 71 vehicles. Assuming a uniform distribution of vehicles within a cell, this translates to roughly 0.667*71 = 48 vehicles per cell. We do not expect all UEs to be remotely controlled in the near to medium term (within 5-8 years) as the adoption rate would at best be moderate. Therefore, a value of roughly 10-20% of the vehicles around a block is more than sufficient for this SI.

Observation: a value of 10-20% of vehicles in an urban grid is a reasonable estimate for remote driving for the URLLC investigation in Rel-16
Regarding the packet size the assumption for UL video in 22.886 is that H.265 coding is used and for 60fps for 4K video it was proposed in [2] to scale down the packet sizes commensurate with a lower resolution of 720p. In our view more discussion are needed for the appropriate video encoding standards to use but it is okay to take the values in [2] as a starting point for DL and UL packet sizes.
Electric power distribution
The agreed representative use cases for power distribution in RAN1 #94 are grid fault and outage management (Sec. 5.6.4 of [2]) and differential protection (Sec. 5.6.6 of [2]). For differential protection the packet size is defined as 250 bytes with a periodic inter-arrival time of 0.833ms and end-to-end latency of 15ms. For grid fault and outage management two basic requirements are:

	The 5G system shall support peer-to-peer layer-2 multicast message communication, e.g., IEC 61850 GOOSE, with an end-to-end latency of less than 5ms.

	The 5G system shall support a communication service availability of at least 99.9999%.


A GOOSE frame is defined by IEC 61850 and is basically an Ethernet frame with some pre-defined header fields [6]. Therefore, the total packet size can be up to ~1500 bytes though smaller sizes may be typical. As a starting point we think a size of between 100 – 250 bytes can be modeled, where the upper limit is to match the packet size for differential protection. Since sidelink is not considered in this SI, the peer-to-peer communication would be on the Uu link and traverse the CN as shown in Figure 1. Assuming at least 1ms air interface latency between a controller and its serving base station in Figure 1, at least 2ms total air interface latency would be required leaving 3ms as the supported CN latency. Therefore, from a PHY perspective it may be sufficient to only consider the Uu link between a UE and the serving base station. Furthermore, traffic is assumed to be bursty implying that an FTP traffic model is an appropriate choice. 
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Figure 1 Peer-to-peer communication between feeder controller in a power distribution network using the RAN and CN
Observation: for grid fault and outage management in electric power distribution networks a reasonable packet size range is 100 – 250 bytes.
Regarding UE and BS distribution, TR 22.804 describes up to 20 controller units in a feeder ring, where the geographical dimension of a feeder is up to several km2. Taking a minimum value of 1 km2 and 20 controller units per feeder translates to at most 2 UEs per cell for the UMa scenario. Electric power distribution networks interact with the PLMN as they cover large areas and it makes sense to model more users in a cell. 
Observation: both periodic and FTP traffic can be modeled for power distribution networks.
Given the preceding discussion on the three new URLLC use cases, we have the following proposal.

Proposal 2: take the set of requirements in Table 1 as a starting point for the evaluations.
Table 1 Requirements for representative URLLC use cases for evaluation

	Use case
	Reliability (%)
	Latency (ms)
	# of UEs
(per cell)
	Data packet size and traffic model

	Remote driving
(Sec. 5.4.2 of [4])
	99.999
	5 (end to end)
	10 


	DL: [~2K] byte; periodic with arrival interval [1/60] s
UL: [~5K] byte; Periodic with arrival interval [1/60] s 

	Power distribution grid fault and outage management
(Sec. 5.6.4 of [3])
	99.9999
	5(end to end)
	4
	100 - 250 bytes 
FTP model 3 with arrival interval of 100ms

	Differential Protection in Distribution Network of Smart Grid 

(Sec. 5.6.6 of [3] )
	99.999 
	15 (end to end)
	4
	250 bytes 
Periodic and deterministic with arrival interval of 0.833 ms

	Factory automation – motion control
(Sec. 5.3.2 of [3])
	99.9999
	2 (end to end)

1 (air interface)
	 4, [10]
	32 bytes
Periodic and deterministic with arrival interval of 2 ms

	Rel-15 enabled use case (e.g. AR/VR)
	99.999 
	1 (air interface)
	1, 5, 10, 20
	32 bytes 
FTP model 3 with different arrival rates


2.2 Considerations on evaluation methodology
Performance metric

Two performance metrics were considered during the email discussion of [2] as follows:

· Option 1: Percentage of users satisfying reliability and latency requirements

· Applicable for the case with fixed number of UEs and fixed traffic model per UE 

· Option 2: URLLC capacity as defined in TR 38.802

· Applicable for the case that the number of UEs and/or the data arrival rate is adjustable 

· FFS the value of X (e.g. 5% or 0%) 

Option 2 is not really suitable for factory automation in light of the requirement stated in TR 22.804 that “two consecutive packet errors may damage a machine and may lead to a production downtime with possibly huge financial damage”. Therefore, specifying a number of users that are permitted to be in outage does not address the industry requirements. Therefore, Option1 is more appropriate for factory automation and can also be used for other scenarios characterized by periodic traffic arrival. FTP traffic on the other hand can be evaluated with Option 2.

Proposal 3: use percentage of users satisfying reliability and latency requirements, and URLLC capacity defined in TR 38.802 as performance metrics for periodic traffic and aperiodic traffic scenarios respectively.  
3 Conclusion
In this contribution we expanded on our views during the prior email discussion with more justification for the proposed scenarios, requirements and performance metrics. In summary, we have the following observations and proposals:

Observation: factory automation scenario is characterized by periodic traffic. 
Observation: DL/UL traffic distribution for remote driving is expected to be predominantly periodic.

Observation: a value of 10-20% of vehicles in an urban grid is a reasonable estimate for remote driving for the URLLC investigation in Rel-16

Observation: for grid fault and outage management in electric power distribution networks a reasonable packet size range is 100 – 250 bytes.

Observation: both periodic and FTP traffic can be modeled for power distribution networks.
Proposal 1: for the factory automation scenario, select a 32 byte PHY packet size, periodic traffic with inter-arrival interval of 2ms and 5-10 UEs per cell.

Proposal 2: take the set of requirements in Table 1 as a starting point for the evaluations.

Table 1 Requirements for representative URLLC use cases for evaluation

	Use case
	Reliability (%)
	Latency (ms)
	# of UEs
(per cell)
	Data packet size and traffic model

	Remote driving
(Sec. 5.4.2 of [4])
	99.999
	5 (end to end)
	10 


	DL: [~2K] byte; periodic with arrival interval [1/60] s
UL: [~5K] byte; Periodic with arrival interval [1/60] s

	Power distribution grid fault and outage management
(Sec. 5.6.4 of [3])
	99.9999
	5(end to end)
	4
	100 - 250 bytes 
FTP model 3 with arrival interval of 100ms

	Differential Protection in Distribution Network of Smart Grid 

(Sec. 5.6.6 of [3] )
	99.999 
	15 (end to end)
	4
	250 bytes 
Periodic and deterministic with arrival interval of 0.833 ms

	Factory automation – motion control
(Sec. 5.3.2 of [3])
	99.9999
	2 (end to end)

1 (air interface)
	 4, [10]
	32 bytes
Periodic and deterministic with arrival interval of 2 ms

	Rel-15 enabled use case (e.g. AR/VR)
	99.999 
	1 (air interface)
	1, 5, 10, 20
	32 bytes 
FTP model 3 with different arrival rates


Proposal 3: use percentage of users satisfying reliability and latency requirements, and URLLC capacity defined in TR 38.802 as performance metrics for periodic traffic and aperiodic traffic scenarios respectively.
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