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1 Introduction

In RAN1 #94 meeting, discussions on enhancement for IAB were held, and the following is agreed. 

Agreements:

· To support RLM/RLF procedures for IAB nodes, the following should be further studied: 

· Enhancements to support interaction between Beam Failure Recovery success indication and RLF 

· Enhancements to existing beam management procedures for faster beam switching/coordination/recovery to avoid backhaul link outages should be considered for IAB nodes

Agreements:

· Study the need for additional backhaul link condition notification mechanism from the parent IAB node DU to the child IAB node as well as corresponding IAB node behavior.

· E.g., if the parent IAB node’s backhaul link fails (RLF or BF) 

· Note: this study is intended to focus on RAN1 aspecs only (any higher layers aspects are to be handled by other WGs)

From the RAN1 #94 meeting, many issues for enhancements of IAB are addressed such as RRM measurement, link management and route selection. From these discussion, a few agreements are derived to support IAB in the stable condition. To enhance the IAB system, the detailed node behaviors for link managements and route selection should be clarified. For further discussion, we have some proposals about how to define the link unstableness and link status reporting behavior, and the route selection procedure.
2 Discussions 
2.1 Defining link unstableness
For the successful link management, each node needs to know the link status. There are already defined the communication link recovery procedure when the communication link is lost. Compared to the impact of RLF at a UE, impact of RLF or beam failure at an IAB is more severe as it impacts the number of UEs/child IAB nodes associated with the IAB node. Moreover, the link quality of an IAB node will also impact on the performance of its children. For example, even the communication link between the node A and its child node C is stable, if the link between the node A and its parent node P is bad,  child node C cannot be assured the communication quality and it could be hard to support its UEs or child nodes like clockwork. If node C knows the link unstableness of the link between the node A and its parent node P, it can prepare to handover to the other nodes. Like this example, if there is a scheme to prevent the link disconnection between an IAB node and donor, such as employing multi-paths, this problem can be mitigated. This can be done by informing the link quality to its parents and parents/donor can setup multi-paths or the affected node can trigger setting up multi-paths. To assist such mechanisms, overall, it seems beneficial to inform the information whether the link is stable or not with its parents and/or children, where each node can carry out some operations to prevent the link disconnection. 
This unstableness state/event can be defined for example by ‘M’ beam failure instance where M can be smaller value than N which defines beam failure declaration or first occurrence of out-of-sync, by low RSRP/RSRQ of the serving cell or low CQI. The main goals of unstableness event/state are to allow affected IAB nodes to perform necessary topology management (such as route reselection/multi-path setup) and perform necessary data forwarding to provide robust system performance. 

The node A can determine the link unstableness with its parent node P, and it can deliver this link unstableness to both its child node C and parent node P. With the link unstableness signaling, each node can operates its own behaviors. The behavior examples are followed.
· Parent node P: Either by requesting to donor or its parent, setting up multi paths or routes reselection to node A can be attempted
· Node A: Node A can try to fine other nodes which can be new parent node and also should decide which is better between maintaining child node C in its own link and making node C handover. Moreover, it can attempt to setup multi-path and request data duplication over multi-paths at least during unstableness state. 
· Childe node C: Node C can try to fine other nodes which can be new parent node and also should decide which is better between maintaining node A’s link and operating handover.
With these behaviors, each node can increase the probability to keep communication quality. As examples, link unstableness indication can be much helpful for backhaul link.
Proposal 1: Define a new state where link quality is not good though any failure event has not occurred. Inform the event of a node to its parents and children to perform topology management for example including multi-path setup and data duplication. 
2.2 Link recovery notification
If the node A indicates the link unstableness to the child node C, the node C expects that node P and node A are trying to recover the link for maintaining the communication. Even the child node C can prepare to switch or handover to other route for preventing the link disconnection, it is not easy to determine whether changes the parent node or not before the exact handover signaling.
After the link unstableness declaration, node A can carry out some operations such as beam changing or handover for link restoration, but child nodes C cannot wait forever for link recovery. Then the node A can set the link recovery due time (or link recovery timer) and share with child nodes. If the node A recovers the link with its parent node P in the due time, it can notice the link restoration to the child nodes C and node C does not need to move to other routes. However, if the parent node cannot recovers the link in the due time, node A can still try to find new link but also should drop all child nodes. Drop means that it cuts all the link with child nodes. And also child node C should switch the IAB route. It would be useful that node A triggers the node discovery operation for node C when it transmits the link unstableness signaling. 

By the way, if node A transmits the link restoration in the link recovery due time, the child node C can determine to stay with node A, exactly. Of course this link recovery timer should be triggered from node A and C simultaneously.

Proposal 2: When the new state is informed to children/parents, when the condition is released (and thus the link quality becomes good again), it needs to inform its parents/children to release the event. 
Proposal 3: A timer waiting release indication can be considered where if the timer expires, it is assumed that link failure (e.g., beam failure or link failure) of the informing node has occurred. 
2.3 Enhancements in beam recovery
As IAB scenarios are mainly targeting FR2 where multi-beam operations are considered, it is important to efficiently handle beam blockage. Currently, related to beam operation, we have beam management, beam failure detection and recovery, and also RRM measurement based handover. NR RRM supports per cell RSRP reporting which reports an average value of RSRP over multiple beams over a certain quality threshold and per beam RSRP reporting which reports measurement results of each beam over a certain quality threshold. 

If we consider a case where current serving cell may not have many beams over a certain quality threshold, it is likely that when a beam failure occurs, beam recovery may not be successful. In other words, if there is no candidate beam(s) to recover in case the best beam of the serving cell has failed, overall recovery procedure would follow one or more of the followings. 

· Case 1: 

· Beam failure declaration occurs, then beam failure recovery is attempted. 
· Beam failure recovery fails due to the lack of the best beam

· RLF is declared

· Cell reselection is attempted

· Case 2:

· While Case 1 is performed, event-triggering of RRM report may occur as the serving cell quality becomes poor. 

· Based on the RRM measurement results, the parent may attempt handover. 

· In case all beams to the current serving cell fail, RRM reporting may not be successful

As we can see in both cases, the overall latency for handover can be significant. In particular, Case 2 may not work in case all beams fail in the current serving cell. 
To reduce the beam recovery latency which eventually requires hand-over, we can consider some further enhancements. For example, the current serving cell may trigger per-beam RRM report in case the quality of the configured beam management RSs becomes poor. Based on per beam RRM report, the serving cell may estimate the case that the UE may need handover to recover from beam failure (e.g., only one or a few beams are okay qualities in the serving cell whereas better beams are available in a neighbor cell). In such a case, the serving cell may also configure beam management RS of neighbor cells or beam recovery RSs including beams of the neighbor cell. In case beam recovery via neighbor cell’s beam is needed, the IAB node can initiate ‘hand-over’ to the neighbor cell (e.g., cell reselection) utilizing PRACH resources configured for beam recovery of the neighbor cell. 

Proposal 4: Discuss whether the following case is important.

· Beam failure/recover procedure may eventually lead to RLF as there is no other candidate beam in the serving cell
Proposal 5: .If the above case is important to be addressed, consider enhancement of beam management/recovery procedure to allow fast cell reselection.
3 Conclusion 
In this contribution, we discuss on node behavior for IAB link management. Based on the discussion, we obtained following proposals.
Proposal 1: Define a new state where link quality is not good though any failure event has not occurred. Inform the event of a node to its parents and children to perform topology management for example including multi-path setup and data duplication. 

Proposal 2: When the new state is informed to children/parents, when the condition is released (and thus the link quality becomes good again), it needs to inform its parents/children to release the event. 

Proposal 3: A timer waiting release indication can be considered where if the timer expires, it is assumed that link failure (e.g., beam failure or link failure) of the informing node has occurred. 

Proposal 4: Discuss whether the following case is important.

· Beam failure/recover procedure may eventually lead to RLF as there is no other candidate beam in the serving cell
Proposal 5: .If the above case is important to be addressed, consider enhancement of beam management/recovery procedure to allow fast cell reselection.
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