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Introduction
The objective of this email discussion is to discuss additional simulation assumptions for Rel-16 NR URLLC. Specifically, it aims to finalize the table of representative use cases for evaluation, and approve proposals 4/5/6 in R1-1809951 which are the outcome from offline discussion. In addition, discussions are also set for other additional simulation assumptions to complete the evaluation assumptions and methodology for Rel-16 NR URLLC. 
The document provides a summary of the email discussion [94-NR-06], where the summary of the views for each question is provided in section 2, the proposals approved by this email discussion and the proposals for further discussion are listed in section 3.
Additional simulation assumptions 
Representative use cases for evaluation 
	From RAN1#94:

	Agreements:
· Select one or more representative use case(s) for the prioritized use cases in the SID and/or the Rel-15 enabled use case for evaluation, which use case(s) to evaluate is up to companies.
· Further discussion how/whether to capture them in the TR
· Further discussion other detailed simulation assumptions
The following table of representative use cases for selection for evaluation is an example as the starting point for further discussion:
	Use case
(Clause #)
	Reliability (%)
	Latency (ms)
	# of UEs
(per cell)
	Data packet size and traffic model
	Description 

	Transport Industry
(22.186: 5.5)
	[99.999]
	[5] (end to end latency)
	[30] 

	DL: [TBD] byte; ftp model 3 with arrival interval [TBD] s
UL: [TBD] byte; Periodic with arrival interval [TBD] s 
	Remote driving 


	Power distribution
(22.804:5.6.4 &5.6.6)
	99.9999
	5(end to end latency)
	8
	[80] byte 
ftp model 3 with arrival interval 100ms
	[bookmark: OLE_LINK40]Power distribution grid fault and outage management 

	
	[99.999] 
	15(end to end latency)
	8
	250 byte 
Periodic and deterministic with arrival interval 0.833 ms
	Differential protection

	Factory automation
(22.804: 5.3.2)
	99.9999
	[2](end to end latency)
	 [4, 40]
	20 byte, 50 byte
Periodic and deterministic traffic model
	Motion control

	Rel-15 enabled use case (e.g. AR/VR)
	99.999 
	[1ms] (air interface delay)
	1, 5, 10, 20
	[32, 256] bytes 
FTP model 2/3 or periodic with different arrival rates
	Companies report the combination of the requirement 


· All the entries in the above table are subject to further discussion which can be revisited in the next meeting
· Note: The details on above the requirements can refer to R1-1809337.
· Note: 3ms ~ 10ms CN delay for differential protection (i.e. power distribution case 2) could be considered.
· Note: Rel-15 higher layer mechanisms for reliability may be applicable for achieving the reliability requirement
· Note: The reliability and latency are as defined in 22.186.  
· Note: For AR/VR, the requirement can refer to section 7.2.3 in TS 22.261. 
· Note: FFS whether the packet size is based on application layer or L2/L3. The packet size listed in the table needs to further discussed, especially depending on the outcome of whether the packet size is based on application layer or L2/L3
· Further discussion on how to map the requirements (e.g., reliability, latency, etc.) to RAN-level requirements



	
As shown in the agreement, R1-1809337 provides the details on some of the values in the above table. Companies are encouraged to check all the values and provide inputs if any. Let’s try to finalize the table by this email discussion.  
Question 1: In your view, what is the value for packet size and data arrival interval for Remote driving? For your preferred option, please state the reason(s).
· Option 1: 2083 byte with arrival rate of 60 packets per second for DL and 5220 byte with arrival interval 1/60 s for UL. As explained in R1-1809337, the DL requirement of 1 Mbps for remote driving control translates to 2083 bytes at 60fps. The UL requirement includes two streams of UHD video which (along with sensor data) would be ~50kbyte packets at 60fps; however RAN1 can assume that remote driving can be supported with HD video at roughly 1/10 that data rate.
· Option 2: None of the above (please provide your detailed proposal if you choose this option).
	Company
	Views

	Qualcomm
	[bookmark: OLE_LINK6]Option 2. It should be noted that the SID refers to TR 22.804 for the requirements of enhanced URLLC work. However, the latency requirements mentioned in TR 22. 804 for transport industry are in the order of 10’s of milliseconds to a second. Thus, we propose to remove the transport industry from the list of evaluation scenarios, and focus on the remaining areas.

	CMCC
	Option 1. Although TS22.186 shows a requirement of 25Mbps for UL, but that is really a challenge for cell edge UEs, especially for high-speed UE. In our pilot demonstration of remote driving, 4 streams of 720p video are implemented, which requires roughly 4~6 Mbps, and it is basically valid for remote driving. Therefore, we suggest 5220 byte with arrival interval 1/60 s (i.e. 2.5 Mbps @ 2 streams) for UL as a starting point.

	[bookmark: OLE_LINK1]Huawei, HiSilicon 
	The agreed SA1 normative requirement is 99.999% reliability for 25 Mbps UL and 1 Mbps DL, with an end-to-end delay of 5ms, of which we assume for general purposes that 3 ms is due to CN, leaving 2 ms latency for RAN.
Our understanding is that 25 Mbps UL corresponds two streams of 4K@60fps video, plus some sensor data. As CMCC have indicated, and we explained in our papers R1-1809337 and R1-1809334, remote driving can also be supported using 720p@60fps video, plus sensor data, which corresponds to the model in Option 1 above. We therefore suggest that traffic models corresponding to 4K video (i.e. the SA1 requirement) and 720p video (i.e. a nearer-term remote driving application) are both agreed, as follows. Please see below for a detailed explanation of how these are proposed.
Model 1 (2 streams 4K@60fps video, plus sensors): 2083 byte packets with Poisson-distributed arrival rate of 60 packet/sec for DL. 52083 byte packets with arrival interval of 1/60 sec for UL.
Model 2 (2 streams 720p@60fps video, plus sensors): 2083 byte packets with Poisson-distributed arrival rate of 60 packet/sec for DL. 5220 byte packets with arrival interval 1/60 sec for UL. This is the same as ‘Option 1’ above.
Note that Model 1 may need 80 MHz bandwidth.
Detailed explanation of models
Uplink
[bookmark: OLE_LINK48][bookmark: OLE_LINK4][bookmark: OLE_LINK53]In TR 22.886 section 5.4.2, it is assumed that H.265/ HEVC HD stream is up to 10 Mbps and two video streams are delivered to a remote driver, i.e. 20 Mbps, and thus we assume there is also some sensor data to transmit with 25 Mbps data rate. According to the website "https://www.guru3d.com/news-story/hevc-h-265-to-achieve-4k-video-at-60fps-using-10mbps.html", 10 Mbps per stream corresponds to 4K video at 60fps. Therefore, 25 Mpbs corresponds to ~52083 byte (25 M/60/8) packets, i.e. Model 1 for UL.
However, in 40 MHz bandwidth and 30 kHz SCS, we can transmit about 49459 bytes = 4 (number of slot)*14 (number of symbols)*12 (number of subcarriers per PRB)*100 (number of PRBs per 40 MHz)*948/1024 (max coding rate in 64QAM)* 6 (64QAM) /8.
Video of 720p @ 60fps can be modelled by scaling the data rate etc. appropriately from 4K. 4K resolution is 4096x2180 pixels, and 720p is 1280x720 pixels. The data rate corresponding to 720p per stream is about 10 Mbps / ((4096x2180) / (1280x720)) ~=1.04 Mbps, and ~2170 byte (1.04 M/60/8) packet size. In TR 37.885, the packet size for sensor data is defined as 1200 bytes with probability of 0.2 and 800 bytes with probability of 0.8, the average packet size is about 880 bytes. The total is 2×2170 + 880 = 5220 bytes, i.e. Model 2 for UL.
Comparing Model 1’s 52083 byte packets corresponding to 25 Mbps, to Model 2’s 5220 byte packets for UL gives a scaling factor of ~1/10, i.e. about 2.5 Mbps UL data rate. 
[bookmark: OLE_LINK54][bookmark: OLE_LINK56][bookmark: OLE_LINK55]Downlink
For DL, there may be as much as an application response to every video frame, which at 60 fps gives a packet size about 2083 bytes=1M/60/8, i.e. Model 1 and 2 for DL.
However, less-frequent application adaptation in an on-demand manner is also possible. We therefore raise the possibility of assuming DL 30 packet/sec, giving a 4166 byte packet.

	Nokia, NSB
	There is another email discussion for V2X SI simulation assumptions, in which the traffic model for remote driving is being discussed. First of all, the assumptions for remote driving should be aligned between the two SIs. Secondly, it may be better to have this discussion in V2X SI (they already listed a few options), and URLLC SI can simply follow the same assumptios.

	Samsung
	Actually, TS 22.804 refered from eURLLC SID does not consider remote driving case. So, it needs to clarify what could be evaluated for transport industry in this SID. Above all, since transport industry also could be studied in NR V2X agenda, at least we prefer not to consider this case as a mandatory evaluation. 

	ZTE
	Option 2. 
Firstly, This SID refers to TR 22.804 which not includes remote driving use case. It’s better not to study V2X in this SID unless there is some decision made in plenary meeting. If considered here, the parameters should be defined as follows in our views:
250 bytes with arrival rate of 60 packets per second for DL and 625 bytes with arrival interval 1/60 s for UL. 
According to TS 22.186, the date rate for remote driving is 1Mbps and 25Mbps for DL and UL, and the data rate is user experienced data rate as defined in TS 22.886. Thus, the packet size could be given as following equation: 
User experienced data rate (R) = packet size in bytes (D) *8 bit/one way user plane latency (L), i.e., R=8*D/L. 
For transport industry, the end-to-end latency 5 ms is between V2X application server and UE. Thus, the one way user plan latency is 2ms if assuming CN delay is 3ms. 
As for data rare for UL, we agree that 25Mbps (corresponding to 4K video) is too strict. So, an actual data rate used here could be R=25Mbps*X%, where X% could be e.g., 10%. Then, the packet size is calculated as follows.  
DL (1Mbps =250bytes*8bit/2ms)
-Traffic (Aperiodic) for Inter-packet arrival time: 
·  FTP mode 3: Poison arrival distribution with arrival interval 1/60 s
-Packet size: 250 bytes with 2ms latency and 99.999% reliability 

UL (2.5Mbps =625 bytes *8 bits/2ms)
-Traffic (Periodic) for Inter-packet arrival time: 
· 1/60s periodic
-Packet size: 625 bytes with 2ms latency and 99.999% reliability.
Here, 60 video frames per second for uplink stream is assumed and there is DL response to each UL video frame.

	Intel
	First, the overlap of the target use case in NR V2X and eURLLC should be concluded on, especially if eURLLC will handle this use case or not. Then, IF the transport industry (remote driving) use case is agreed to be studied in eURLLC as well, since the same discussion is going to happen in NR V2X related thread, we suggest to hold it there and copy the resulting decision here. 
On the specific question raised by the moderator, in our view the assumption in Option 1 is too extreme following Table 5.5-1 of TS22.816 (that presents a very brief description of the use case and requirements). Specifically, it may be more appropriate to consider TR 22.886 over TS 22.816 as a more up-to-date reference with additional details/considerations on potential requirements on remote driving. 
TR 22.886 lists requirements on high reliability (99.999%) and E2E latency constraint of 5ms for “UE supporting safety-related V2X application”. However, it is unclear as to whether the traffic model of 1 Mbps DL and 20 Mbps (or 25 Mbps per TS 22.816) UL needs to be supported for these reliability and latency targets. Hence, the particular combination suggested in Option 1 still remains unjustified. 
To re-iterate, in our view, V2X studies (that are already considering various traffic modelling options for this use case (including re-using those from TR37.885) would be the right place to decide requirements on remote driving use case. 

	LG
	First of all, it would be desirable to align the assumptions on transport industry use case between Rel-16 NR eV2X study and this SI. 
For UL, we think option 1 above can be considered as evaluation assumption if such simplified assumption (reduction of data rate) can be justified. 
For DL, given the discussion in SA working group, the clear consensus was not made on traffic type for remote driving. At this stage, we think there is no enough information to justify FTP traffic model 3.

	Ericsson
	First, overlap between eURLLC and V2X needs to be addressed. We don’t agree that eURLLC SI should rush to evaluate the V2X scenarios. 
[bookmark: OLE_LINK8]Second, assuming eURLLC SI will evaluate ‘transport industry’, it’s not clear why ‘remote driving’ is the right scenario. In 22.261 , for low-latency and high-reliability scenarios, requirements for “Intelligent transport systems – infrastructure backhaul” is provided instead.

	Sony
	We share same view with Qualcomm and think that this use case should be studied elsewhere, i.e. in V2X.

	CATT
	As we mentioned in our contribution (R1-1808410), the requirements for remote driving in 22.886 are strikingly similar to those for mobile robots for factory automation since they both involve a remote operator controlling the actions of a vehicle (an AGV in the case of mobile robots). Therefore, mobile robots scenario can also be a representative scenario. Alternatively, we should align simulation assumptions with the V2X SI as some other companies have mentioned.



Summary of the views on Question 1:
11 companies responded to this question:
· Two companies (Qualcomm, Sony) proposed to remove transport industry from the list of use cases for evaluation in URLLC SID.
· Three companies (ZTE, Ericsson and Samsung) commented that remote driving should not be included in the list of use cases for evaluation in URLLC SID.
· Five companies (Nokia, NSB, Intel, CATT and LGE) commented to align the assumptions for transport industry/Remote driving with the outcome from V2X discussion, and mainly prefer the discussion on the assumptions in V2X SID. 
· Five companies (Huawei, HiSilicon, CMCC, ZTE and Intel) provided detailed inputs on the packet size and traffic model for remote driving. Huawei, HiSilicon and CMCC are supportive of option 1, while ZTE proposed a packet size of 250 bytes for DL and a packet size of 625 bytes for UL, Intel proposed to use the existing traffic models in TR 37.885.        

[bookmark: OLE_LINK46]According to the conclusion in the RAN plenary meeting, remote driving will be discussed in URLLC SID as shown in RP-182075 (overlapping handling WF). Therefore, we need to discuss and get the simulation assumption done here.  However, according to the current inputs on the detailed traffic model, only 5 companies provided inputs, 3 companies preferred option 1 while 2 others preferred different proposals, thus more discussion and inputs are needed for traffic model for remote driving.    
Potential conclusion #1: More inputs and discussion on the traffic model for remote driving are needed.   

[bookmark: OLE_LINK52][bookmark: OLE_LINK51]Question 2: Any new inputs on the values and/or entries in the above table? Please provide detailed explanation on the value(s) you propose if any.
	Company
	Views

	Idaho National Laboratory (INL)
	INL supports both Factory Automation (see further input below) and Rel-15 enabled AR/VR cases with both random and periodic arrival rates. For the AR/VR use case, the above table states 1 ms “air interface delay”, but for uniformity we should state end-to-end latency as for the other scenarios so there is no confusion. AR/VR use cases may encompass a variety of latency requirements and we think 1 ms latency is a good target to address for Release 16 as it may satisfy envisioned applications of the future. 

	DOCOMO
	For Rel-15 enabled use case (e.g., AR/VR/MR), larger packet size can be assumed to support large data like 8K, 360。Video, etc. For example the packet size can be [4096 bytes] for AR/VR/MR.
Besides, for this use-case, to compete with WiFi, more than 10 UEs per cell is preferred. 

	Qualcomm
	With regard to other entries of the table, we have the following comments:
1. The reliability requirements listed in the table should be achieved at the MAC/PHY layer, where loss of reliability due to delay expiration is taken into account.
1. For factory automation, both periodic and deterministic traffic model as well as aperiodic deterministic traffic model (from Section 8.1.3 of TR 22.804) can be listed.
1. The listed packet sizes are determined at the application layer; Hence, for evaluations, the PHY layer packet sizes should be considered. For more details on how to derive the PHY layer packet sizes, please refer to our response to Question 4.
1. It should be clarified that the end-to-end latency is a one-way latency.
1. For factory automation, the end-to-end latency is equal or smaller than the inter-arrival time (periodicity.) As an example, considering the 2ms end-to-end latency for factory automation, the inter-arrival time (periodicity) is 2ms or larger. The periodicity should also be listed in the Table.
1. For factory automation, under the periodic and deterministic traffic model, the packets are synchronous across a group of UEs, i.e., they arrive at the same time.
1. For factory automation, the DL and UL arrival times are shifted by half of the inter-arrival time (periodicity.) Hence, the DL and UL can be studied separately.
1. The column for #UEs should be removed. Based on our response to Question 5, the number of UEs is a performance metric, and not an assumption.
1. The AR/VR can be removed from the last row of the table since the listed requirements are not mapped to these applications.

	[bookmark: OLE_LINK15]Huawei, HiSilicon
	[bookmark: OLE_LINK22][bookmark: OLE_LINK7]The maximum number of UEs for remote driving may be higher. In R1-1809337, 30 UEs was achieved assuming a topology of 8x3 cell deployment and 60 km/h UE speed. However, the assumption of topology of 8x3 cell deployment seems not right according to figure A.1.3-1 in 36.885, where the deployment should be 7x3. In addition, it seems better to use a way independent of topology to calculate the the number of UEs. An example is given as below:         
[bookmark: OLE_LINK14]According to 37.885, the road grid size is 433m*250m. For a cell with 500 m ISD, its area is about 72000 m^2, thus it covers about 0.665 (72000/108250) grids. According to Annex A in 37.885, for one road grid under urban case, it has 2 roads in each side and hence the totoal road length is 2*(433+433+250+250) = 2732 m. Assuming a minimum response time of 2 s between vehicles, then the inter-vehicle distance is about 33.33 m for 60 km/h UE speed. If we assume 5 m length for a car, then the inter-vehicle distance could be 38.33 m. Therefore, one road grid can cover ~71.28 vehicles (2732/38.33) and a cell has ~47 (0.665*71.28) vehicles.  
According to Figure A.1.3-2 in 36.885, the length of one road is 2*1732 m. Assuming a minimum response time of 2 s between vehicles, then the inter-vehicle distance is about 77.78 m for 140 km/h UE speed and modified to 82.78 m considering 5 m car length. Therefore, there are about 41 vehicles on each raod. According to Annex A in 37.885, there would be 6 lanes in total in the highway, thus there are about 246 vehicles in total. According to Figure A.1.3-2, only 4 cells could have UEs, thus the number of UEs per cell is about 61 vehicles.   
Proposal 1: For the number of UEs, replacing 30 by 47 for urban and 61 for highway for remote driving. 

In addition, the reliability of 99.999% and the end to end latency of 5 ms are explicitly defined in 22.186, thus the bracket in the table for these two values should be removed.
Proposal 2: Remove the bracket on the reliability and end to end latency for remote driving. 
As explained in R1-1809337, according to IEC-60870-5-104 and deployment of some operator, the potential packet size is about 80 bytes for power distribution grid fault and outage management. In addition, as explained in note 6 in R1-1809337, according to the deployment of some operator, the reliability of 99.999% may be sufficient for differential protection.    

Proposal 3: Remove the bracket on the reliability for differential protection. 

[bookmark: OLE_LINK21]For factory automation, as explained in R1-1809337, for use case defined in section 5.3.2 in 22.804, the required service area for motion control is typically 100mx100m, while the average number of terminals is 100 as shown in the Appendix A in R1-1809337. According to the network deployment of Indoor Hotspot, nodes are deployed in grids with a distance of 20 m and hence the service area per cell is about 400 m2 if no section is adopted. As a result, the number of served UEs per cell is about 4 in such deployment. And according to Appendix A in R1-1809337, for the use case defined in section 5.3.2 in 22.804, 2 ms end-to-end latency and 20 byte packet size are explicitly defined in TR 22.804. The reason we chose the use case defined in section 5.3.2 in 22.804 is that the TR provides complete requirement on this use case and the requirement for this use case is neither too high nor too low, thus can be used as representative use case. But we are fine with more use cases for factory automation as long as the values are well explained. 

Proposal 4: For factory automation, at least the use case defined in section 5.3.2 in TR 22.804 for motion control with 2ms end to end latency, 4 UEs per cell, 20 byte packet size and 99.9999 % reliability should be used as one of the representative use case for evaluation.  
     
For Rel-15 enabled use case, we are ok to consider it as a generic use case, which is helpful to demonstrate that Rel-16 URLLC can be applied to other use cases in addition to Transport industry, factory automation and power distribution as defined in the SID. Since it is generic use case, several choices for packet size (e.g. 32 and 256) and several choices for traffic model (e.g. FTP model 2/3 or periodic) should be included, then when companies do the evaluation, can report the combinations.  Therefore, for now we are ok with the values given in the table. 


	Nokia, NSB
	[bookmark: _Hlk523863730]For the factory automation cases, it should be clarified what the time-offset is for the periodic traffic for different users. One possibility is to use a random offset for each UE. Secondly, simulations with non-periodic traffic shall not be excluded. 
The latency is listed to be End-2-End. For RAN1 studies, it would be clearer to simply adopt the latency definition used for URLLC in Rel-15 studies, namely “The time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions”. Therefore we propose to use this definition and agree on the corresponding requirements for simulation purpose.
Traffic direction (UL or DL) needs to be specified for Power Distribution, Factory Automation and VR/AR use cases.

	Samsung
	Regarding Rel-15 use case (AR/VR), if it may consider high TBS, related target reliability and latency should be revisited based on section 5.3.10 in TS 22.804. 

	ZTE
	(1)   In our view, the number of users for transport industry is 3.
For Urban Macro scenario, the average inter-vehicle distance in the same lane is 2.5 sec * 60Km/h, as defined in TS 36.885, i.e., about 41.67m. The total length of lanes is about (433+250)*3*12=24588 m, then totally ~28 vehicles per cell for the given 7x3 cell deployment.  Based on TS 22.886, remote driving vehicles are normally buses follow pre-defined static routes and a specific lane, and stop at pre-defined bus-stops. According to the discussion in V2X, it is unrealistic that all the 28 vehicles are buses in such short distance. It means not all the vehicles in the cell are using remote driving. 
It is better to have a joint discussion with V2X to define the percentage of remote driving vehicles per cell. In our view, 10% is proper to realistic scenario, i.e., up to 3 out of 28 vehicles are using remote driving. 

(2) As for the number of users for factory automation, we share with Huawei, i.e. set as 4. 

	Intel
	Transport industry (subject to resolution of which SI would handle this use case):
· Suggest to replace the number of UEs by “N/A” and add a note that it is a function of UE speed and deployment layout configuration (Urban grid or Highway road). Then, the UE speed should be provided in the last column.
· Define two different setups:
· Low speed, Urban grid, 30 km/h => larger delay of 20 ms end-to-end. Increase inter-vehicle time to emulate parking.
· High speed, Highway road, 140 or 250 km/h => smaller delay of 5 ms end-to-end
Generic use case:
· Current combination of requirements does not cover AR/VR, therefore we propose to either delete references to “AR/VR” or to add a separate row for that. Adding AR/VR, the larger packet sizes (e.g. 10 kB) combined with relaxed latency and reliability should be considered.

	LG 
	The following aspects further need to be discussed on transport industry use case:
· For DL, given the discussion in SA working group, the clear consensus was not made on traffic type for remote driving. At this stage, we think there is no enough information to justify FTP traffic model 3. 
· For number of UE, it was calculated from the number of vehicles in lanes. But, according to use cases in 22.886, it seems unrealistic to assume all vehicles in a cell are under remote driving. In this sense, the number of UEs per cell for transport industry use case needs to be decreased, e.g., 1 or 2 UEs. 
· The above latency and reliability requirement for evaluations are set up given for the extreme scenario assuming e.g., 250km of UE speed. Meanwhile, remote driving is likely to be used in low or medium UE speed scenario. Considering this, less stringent latency and reliability requirement for evaluations need to be also taken into account. 
For other use cases, communication link direction (e.g., DL or UL) needs to be clarified. 

	Ericsson
	Table according to E/// view:
	Use case
(Clause #)
	Reliability (%)
	Latency (ms)
	# of UEs
(per cell)
	Data packet size and traffic model
	Description 

	Power distribution

	99.999
	7ms end-to-end, 3ms at physical layer
	4 UEs per cell, Stationary UE
	TB size = 128 bytes; Periodic and deterministic with arrival interval 0.25 ms



	Intra-sub-station deployment

	Factory automation
(22.804: 5.3.2)
	99.9999
	2ms end to end latency, 1.5 ms at physical layer
	4 UEs per cell;
UE speed = 3 or 30 km/hr 
	TB size=32 byte;
Periodic and deterministic traffic with arrival interval 2 ms
	Motion control 

	Rel-15 enabled use case (e.g. AR/VR)
	99.999 
	1 ms at physical layer

	1, 5, 10

	TB size=32 byte at physical layer with 
FTP model 2/3;
200 bytes at physical layer with periodic and deterministic with different arrival rates
	Companies report the combination of the requirement 




	Sony
	We share the same view with DOCOMO that the AR/VR packet size should be bigger.  The packet size suggested by DOCOMO seems more realistic than 32 or 256 bytes.

	CATT
	[bookmark: OLE_LINK43]For factory automation: 4 UEs per cell as starting point but up to 10 can be considered. UE speed = 3 and 30kmph the higher one to model moving machinery parts. For each motion control process, the DL transmission to actuators or the UL transmission from sensors to the motion controller occurs at the same time (synchronized to within 1 µs). It should be clarified whether all sensors and actuators on a machine are assumed to be separate UEs forming a cluster or a single UE served by the BS because this impacts the cyclic traffic model. 



Summary of the views on Question 2:
11 companies responded to this question:
· Rel-15 enabled use case (e.g. AR/VR)
· Two companies (Qualcomm and Intel) commented that “AR/VR” should be removed from the last row because the requirements given in the table don’t match the requirement of “AR/VR”. One potential compromise is to add some possible requirements for AR/VR in this row.  
· 2 companies (DOCOMO and Sony) proposed to add a large packet size (e.g. 4096) to support 8 K video. Intel commented that larger packet size (e.g. 10 kB) combined with relaxed latency and reliability should be considered for AR/VR. According to section 7.2.3 in TS 22.261 and section 5.3.10 as Samsung mentioned, 10 ms can be assumed as one way end-to-end latency, thus 7 ms interface latency can be achieved assuming 3 ms CN delay.     
· 1 company (Ericsson) proposed 200 bytes with periodic and deterministic with different arrival rates. If AR/VR is removed from this row and only Rel-15 enabled use case listed here, it seems 200 bytes is reasonable since it is exactly defined in A.2.4 in TR 38.802.   
· 1 company (Ericsson) proposed 1/5/10 for the number of UEs per cell, while 1 company (DOCOMO) proposed more than 10 UEs. Therefore, it seems 1/5/10/20 as given in the table is a good compromise.      
· Factory automation 
· The number of UEs: Five companies (Huawei, HiSilicon, CATT, Ericsson and ZTE) prefer 4 UEs. 
Moderator view: Considering several companies prefer 4, 4 can be taken out of the bracket.   
· 3 companies (Qualcomm, Nokia, NSB) commented that aperiodic deterministic traffic model should also be considered for factory automation, Qualcomm provided section 8.1.3 in 22.804 as an example. 
Moderator view: A compromise is to also add aperiodic traffic model as one of the possibilities for factory automation.   
· [bookmark: OLE_LINK39]CATT commented that it should be clarified whether all sensors and actuators on a machine are assumed to be separate UEs forming a cluster or a single UE served by the BS. Qualcomm commented that inter-arrival time (periodicity) should be listed also.  
Moderator view: All these discussion depend on which section in TR 22.804 is used as the reference for factory automation. A note can be added for this.    
· Ericsson proposed 32 bytes. A note can be added to say other value (e.g. 32 bytes) is not precluded (moderator view).  
· Power distribution  
· [bookmark: OLE_LINK41]Ericsson proposed a set of values for power distribution, including 128 bytes with periodic and deterministic with arrival interval 0.25 ms for packet size and traffic model, 7 ms end to end latency, 4 as the number of UEs per cell. 
Moderator view: It would be better to clarify how to derive these values based on the requirements given in 22.261. 
· Remote driving  
· The number of UEs per cell: Huawei and HiSilicon proposed up to 47 for urban macro and up to 61 for highway. ZTE proposed 3 assuming only a percentage of UEs will be remote driving UEs. LG proposed 1 or 2 assuming only a percentage of UEs will be remote driving UEs. 
Moderator view: The study of URLLC should target for the more mature stage of the use case, where there would be a large number of UEs enabling remote driving. However, we can further discuss whether to set some certain percentage of UEs for remote driving.   
· Intel commented proposed 20 ms end-to-end latency for UE speed of 30 km/h and 5 ms end-to-end latency for 140 ms.  
· LG commented that clear consensus was not made on traffic type for DL. 
·   2 companies (Qualcomm and Intel) commented that the number of UEs should be removed and consider it as part of simulation assumptions.

Based on the above summary of inputs and discussion, it seems more discussion is still needed. The proposal below just makes a few updates that seem agreeable, more discussions can occur during the next meeting.
Proposal 1: Further discussion on the table of representative use cases for selection for evaluation, with the following table as an example as the starting point:     
	Use case
(Clause #)
	Reliability (%)
	Latency (ms)
	# of UEs
(per cell)
	Data packet size and traffic model
	Description 

	Transport Industry
(22.186: 5.5)
	[99.999]
	[5] (end to end latency)
	[30] 


	DL: [TBD] byte; ftp model 3 with arrival interval [TBD] s
UL: [TBD] byte; Periodic with arrival interval [TBD] s 

	Remote driving 


	Power distribution
(22.804:5.6.4 &5.6.6)
	99.9999
	5(end to end latency)
	8
	DL & UL:
[80] byte 
ftp model 3 with arrival interval 100ms
	Power distribution grid fault and outage management 

	
	[99.999] 
	15(end to end latency)
	8
	[bookmark: OLE_LINK38]DL & UL:
250 byte 
Periodic and deterministic with arrival interval 0.833 ms
	Differential protection

	Factory automation

	99.9999
	[2](end to end latency)
	 4, [40]
	DL & UL:
20 byte,  50 byte
Periodic and aperiodic deterministic traffic model
Note: Other value e.g. 32 bytes is not precluded
	Motion control

	Rel-15 enabled use case (e.g. AR/VR)  
	99.999, [99.9] 
	[1ms to 7ms] (air interface delay)
	1, 5, 10, 20
	DL & UL:
[32, 200, 4096, 10 K] bytes 
FTP model 2/3 or periodic with different arrival rates
	Companies report the combination of the requirement 


· All the entries in the above table are subject to further discussion which can be revisited in the next meeting
· Note: The details on above the requirements can refer to R1-1809337.
· Note: 3ms ~ 10ms CN delay for differential protection (i.e. power distribution case 2) could be considered.
· Note: Rel-15 higher layer mechanisms for reliability may be applicable for achieving the reliability requirement
· Note: The reliability and latency are as defined in 22.186.  
· Note: For AR/VR, the requirement can refer to section 7.2.3 in TS 22.261. 
· Note: FFS whether the packet size is based on application layer or L2/L3. The packet size listed in the table needs to further discussed, especially depending on the outcome of whether the packet size is based on application layer or L2/L3
· Further discussion on how to map the requirements (e.g., reliability, latency, etc.) to RAN-level requirements
· FFS which section in TR 22.804 is used as the reference for factory automation 
· Further discussion on whether to set some certain percentage of UEs for remote driving 

Question 3: In your view, what is the assumption of CN delay for transport industry and factory automation? For your preferred option, please state the reason(s).
· Option 1: 3ms CN delay for Transport Industry, and 1ms CN delay for factory automation.
· Option 2: None of the above (please provide your detailed proposal if you choose this option).
	Company
	Views

	Idaho National Laboratory (INL)
	INL supports the Factory Automation Case with 1 ms end-to-end latency.  Note that TR 22.804, section 5.3.2 considers three (3) Factory Automation scenarios for remote control applications with different latencies (0.5, 1 and 2 ms).  We recommend the target of 1 ms latency because it is consistent with the RAN1 targets we have used previously during Rel-15 development and also because it will make Rel-16 more competitive with other technologies (e.g., IEEE802.11 and others). In any case, analyses should focus on the effect of latency and reliability requirements on performance, capacity, overhead and other issues. 

	DOCOMO
	OK with the above assumptions.

	Qualcomm
	As mentioned in our response to Question 1, we think that the transport industry should not be the focus of the study, and should be removed from the table. For factory automation, the 1ms CN delay is a reasonable assumption for the case of 2ms end-to-end latency.

	CMCC
	option 1. 
CN or MEC could be deployed in different level to balance E2E latency and mobility management. Option 1 is reasonable for transport industry and factory automation.

	[bookmark: OLE_LINK28]Huawei, HiSilicon
	[bookmark: OLE_LINK23]As explained in R1-1809337, for now we think option 1 is appropriate. With this assumption, then there would be 2 ms air interface latency for transport industry and 1 ms air interface latency for motion control. As to power distribution, we also assume 3 ms CN delay, then there would be 6 ms air interface latency for differential protection and 1 ms air interface latency for power distribution grid fault and outage management considering two way (both DL and UL) transmission for power distribution.    
In addition, the air interface latency here should include all the latency from air interface and equal to latency bound as defined in TR 38.802.  

	Nokia, NSB
	For factory automation, it is likely that there is a local core. In addition, SA2 is currently investigating methods to reduce the CN delay of Ethernet-based PDU sessions (“5GS Enhanced support of Vertical and LAN Services” SI), which may reduce the CN delay to be << 1ms. We therefore propose to assume 0~0.5 ms CN delay to derive the RAN delay requirements.

	Samsung
	In eURLLC SID, there was explanation as follows: “short latency in the order of 0.5 to 1 ms, depending on the use cases (factory automation, transport industry and Electrical power distribution)”. Even though several use cases consider various end-to-end latency, in RAN1 perspectives, it focuses on air interface latency in the order of 0.5 to 1ms. To sum up, it should define CN delays by considering end-to-end delays (which are defined in TS 22.804) and air interface latencies (which are defined in SID). 

	ZTE
	Option 1

	Intel
	We prefer to directly indicate U-plane latency requirement which is more instrumental to RAN work, rather than an indirect derivation from end-to-end latency. 
Therefore, for transport industry, 15-17 ms for low speed and 2-3 ms for high speed may be assumed (subject to the study of this use case within eURLLC SI). 
For factory automation, the RAN latency requirement can be 1ms to 1.5ms. 
For the generic use case, the 1 ms already indicate U-plane latency.

	LG
	Fine with option 1.

	Ericsson
	Different scenario may or may not have different CN delay. The reason to discuss CN delay is to derive physical layer latency from end-to-end latency. Our view is that companies should go directly to discuss what’s the latency at physical layer. E/// values of physical layer delay is shown in table of response to Question 2.

	Motorola Mobility, Lenovo
	We think RAN1 should directly discuss the allowed maximum RAN-level latency including transmission latency, processing latency, retransmission latency and queuing/scheduling latency (including scheduling request and grant reception if any).
Factory automation: 1ms RAN-level latency

	CATT
	Unclear to us why RAN1 is deciding CN delays for different scenarios rather than seeking input from SA. At least for factory automation, we can assume 1ms delay between L2/L3 ingress and egress points can be reused from the Rel-15 URLLC requirement, leaving at most 1ms for CN. We also tend to agree with Nokia that some form of edge computing is likely to be pursued for URLLC to reduce CN delay.



Summary of the views on Question 3:
15 companies responded to this question:
· 7 companies (Huawei, HiSilicon, DOCOMO, CMCC, ZTE, LG and Qualcomm) support the assumption of 1 ms CN delay for factory automation. 2 companies (Nokia, NSB) proposed an assumption of 0~0.5 ms CN delay for factory automation. 
· 6 companies (Huawei, HiSilicon, DOCOMO, CMCC, ZTE and LG) support the assumption of 3 ms CN delay for transport industry.
· Samsung commented that CN delay should be defined accordingly for each use case assuming 0.5 ms to 1 ms air interface latency. 
Moderator view: we cannot always target 0.5 ms to 1 ms air interface latency, which is not feasible when the packet size is large and the reliability is high. Therefore, an appropriate CN delay should be assumed according to the specific use case according to the potential deployment.  
· Four companies (Intel, Ericsson, Motorola Mobility and Lenovo) commented that we can define the air interface delay directly. 
Moderator view: Different approach but the intention is the same, both to figure out the air interface latency for evaluation. However, considering end-to-end latency is defined as the requirement in the TRs, it seems better to capture the end-to end latency for most of the use cases in the table and also we can conclude the air interface latency here for evaluation. 

It seems the views are still a little bit divergent, but to make the progress, people are encouraged to go with the following proposal and in the end proposal 2 below was approved by the email discussion:
[bookmark: OLE_LINK42]Proposal 2: 1 ms air interface latency is assumed for evaluation for factory automation, with the assumption of 1 ms CN delay in 2 ms end-to-end latency. Other values for evaluation are not precluded.       
Proposal 3: 2 ms air interface latency is assumed for evaluation for remote driving, with the assumption of 3 ms CN delay in 5 ms end-to-end latency. Other values for evaluation are not precluded.  

Question 4: Is the packet size from application layer or L2/L3 SDU? Please explain the potential impact on the simulation for your choice.  
	Company
	Views

	Idaho National Laboratory (INL)
	Our analyses have considered Factory Automation scenarios with a baseline packet size of 32 bytes as agreed to previously in RAN1 for Rel-15 development. In addition, we think that for Rel-16 we should consider packet sizes ranging from 10 to 300 bytes as required by different applications.

	DOCOMO
	It is preferred to focus on the packet size from L2/L3 SDU, otherwise it is difficult to transform the packet size from app layer to the TB size considering exact applications are not yet clear. Not so sure what impact is expected to draw a TR conclusion from the evaluation study by using application layer packet size. Correspondingly, latency is defined as air-interface.

	Qualcomm
	Based on TR 22.804, the message size is determined at the application layer. In order to derive the PHY layer packet size, certain overhead assumptions should be made. For factory automation, we propose to consider the following overhead components:
· [bookmark: OLE_LINK60]Total Ethernet frame header overhead = 14bytes
· Total PDCP, RLC and MAC overhead = 6bytes
· Total overhead = 20bytes
Hence, the PHY layer packet size for factory automation can be assumed to be 40 (associated with the 20byte packet size at the application layer) and 70bytes (associated with the 50byte packet size at the application layer.) 
Identically, for other use cases, the packet sizes can be revised by including lower layer overhead.  

	CMCC
	Generally, packet size is from application layer, and additional overhead from L2/L3 could be considered in simulation. 

	Huawei, HiSilicon
	For transport industry, according to the reliability defined in 22.186 below, it seems the packet size is based on L2/L3 SDU. 
[bookmark: OLE_LINK29]Reliability (%): The success probability of transmitting X bytes within a certain delay, which is the time it takes to deliver a small data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface.

[bookmark: OLE_LINK31][bookmark: OLE_LINK30]For power distribution and factory automation, according to the definition of message size defined in 22.804 below, it seems the packet size is based on application layer. 
Message size
The user data length indicates the (maximum) size of the user data packet delivered from the application to the ingress of the communication system and from the egress of the communication system to the application.
For packet size from application layer, some header needs to be added in addition to the packet size defined in the table. For example, if UDP model is used, then 8 byte header is a typical value. 
In our understanding, considering that the header is not that big, and for simplicity, we can consider to assume all packet size based on L2/L3. 

	Nokia, NSB
	As discussed during the RAN1#94, most of the numbers so far are for application layer, while 32 bytes from Rel-15 is the L2/L3 SDU. For the simulation assumption discussion, it is sufficient/better to agree on the L2/L3 SDU size.

	Samsung
	If there is no big difference between packet size assumed from application layer and packet size assumed from L2/L3 SDU, it assumes that packet size is from L2/L3 SDU for simplicity. 

	ZTE
	The packet size is from L2/L3 SDU. Given the packet size is calculated based on user plane latency as given in Question 1,  the packet size should be regard as L2/L3 packet.

	Intel
	We prefer to align assumptions and state L2/L3 SDU size rather than application layer packet size. In that case, we do not see much discrepancy if we let the values be the same as in the table but assuming it is a L2/L3 SDU. Alternatively, the packet size may be increased as suggested by Qualcomm.

	LG
	Our preference is to assume L2/L3 SDU packet for evaluation.

	Ericsson
	The packet size for RAN1 evaluation has to be physical layer packet size (i.e., transport block size). For example, this is the case in “Table A.1.4-1: Simulation assumptions for URLLC” of 38.802. Companies should discuss and agree on the TB size for evaluation.

	Motorola Mobility, Lenovo
	According to 38.802, “Reliability” is defined as the success probability R of transmitting X bits within L seconds, which is the time it takes to deliver a small data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface, at a certain channel quality Q (e.g., coverage-edge). Thus, using L2/L3 SDU packet size as evaluation assumption is preferred.

	CATT
	Our understanding is that the packet sizes in 22.804 are at the application layer. Since Ethernet is not part of NR system we can initially assume that the packet sizes in 22.804 are the ones presented to RAN and only consider PDCP/RLC/MAC overhead of up to 6 bytes (2 each for PDCP, RLC and MAC). Note that Ethernet header compression is anyway a topic to be studied in the RAN2 SI and should not be considered at this point in RAN1 evaluations. For factory automation the packet size ranges from 20 – 50 bytes for e.g. motion control and it should be sufficient to take 32 bytes for initial evaluations at the PHY. 



Summary of the views on Question 4:
14 companies responded to this question:
· 13 companies (Huawei, HiSilicon, DOCOMO, Nokia, NSB, Samsung, ZTE, Intel, LG, Motorola Mobility and Lenovo, CATT, Qualcomm) prefer that the packet size is based on L2/L3 SDU for evaluation. Whether to add or how to consider the header overhead is mentioned by some companies like CATT and Qualcomm. 
· Qualcomm feels that the packet size is based on application layer with 20 bytes overhead, but also ok to assume L2/L3 SDU packet size for evaluation as long as some overhead is added at least for factory automation.
· CATT expressed that the packet size defined in 22.804 is based on application layer but what should be evaluated should be the packet size at the RAN level which would be the L2/L3 input. The important point for RAN1 evaluation is what overhead should then be considered such as whether PDCP/RLC/MAC overhead is taken into account and for larger packet sizes companies should then mention if they model RLC segmentation. At least for factory automation we think selecting 32 bytes is representative of the 20-50 byte range in 22.804 and we don’t need to consider additional overhead.    
· Ericsson feels that the packet size should be transport block size.  

For simplicity and progress, it is proposed to follow the majority view to assume that the packet size is based on L2/L3 SDU for evaluation. An appropriate packet size can be given if overhead really needs to be considered. In the end, proposal 4 below was approved by the email discussion. 
Proposal 4: In evaluations, it is assumed that the packet size is based on L2/L3 SDU in the evaluation. 
· FFS header overhead 

Proposals 4/5/6 in R1-1809951 (offline outcome) 
During offline discussion, the following proposal 4/5/6 in R1-1809951 were agreeable but no time to check online. 
	From RAN1#94:

	Offline outcome (Proposal 4/5/6 in R1-1809951): 

Proposal 4: Additional assumptions for evaluation:
· Companies describe overhead modeling (e.g. PDCCH overhead) used by companies in the simulation 
· Companies describe modification to channel models if any
· Companies describe power control mechanisms 
· Companies could describe admission control assumptions if any

Proposal 5: Companies report detailed simulation assumptions for link-level simulation if any
· Companies could report the Q value (e.g. could consider the one from ITU evaluation)

Proposal 6: Companies are encouraged to provide evaluation on baseline performance achievable with Rel-15 NR URLLC.




	Company
	Views

	DOCOMO
	We are fine with the above proposals.

	Qualcomm
	Although it is mentioned that modifications to channel models should be reported, we would like to highlight that for factory automation, any assumption on blockage due to moving metal parts should also be stated as part of the channel model.

	Huawei, HiSilicon
	We are ok with the proposals. 

	Nokia, NSB
	We are fine with the proposals 4/5/6.
[bookmark: _Hlk523864377]We think it is important to have revised radio propagation model for the Factory automation scenario because it can be very different from the traditional ITU InH model. It could still be based on the ITU InH, but with different parameter settings for pathloss exponents and shadow fading. If there is no time to converge on the channel model, each company can provide the channel model details and the corresponding evaluation results.
Recommend that companies also report the assumed TTI size, as well as assumptions for gNB and UE processing times. Assumptions on CSI measurement and reporting procedures should also be reported, as these have significant impact on the URLLC link adaptation.

	ZTE
	We agree with Proppsal 4 and Proposal 5. 
As for Proposal 6, a clarification is what’s the intention of providing the baseline performance? Does it use for comparing new Rel-16 techniques over Rel-15 URLLC, or we are trying to achieve a baseline performance among companies. If the later, we are wondering whether we can reach a baseline here. So we prefer to change the proposal as: 
Revised proposal 6: Companies are encouraged to provide baseline evaluation on performance achievable with Rel-15 NR URLLC as a comparison.

	Intel
	The proposals are agreeable to us.

	LG
	We are in principle fine with the proposals 4/5/6. One minor point is in proposal 6, it would be better to say “rel-15 NR” since there is no explicit description on what URLLC is in the current rel-15 NR specifications. 

	Ericsson
	Proposal 4: Not clear why admission control is relevant for RAN1 evaluation. Remove this bullet. 
Proposal 5: For the link-level simulation results to be meaningful for drawing conclusion, some basic link level simulation assumption (e.g., carrier frequency, bandwidth, SCS, etc) should be aligned among companies, instead of all left up to each company. 
Proposal 6, as is, is unnecessary since it repeats what’s stated in SID. Suggest to add more details, e.g.,
Proposal 6: Companies are encouraged to provide evaluation on baseline performance of PDCCH, PUCCH, PUSCH, achievable with Rel-15 NR URLLC.


	Sony
	We are fine with the proposals.

	Motorola Mobility, Lenovo
	Simulation assumptions for link-level simulation should be aligned (e.g. reliability comparison)

	CATT
	We are mostly fine with the proposals. For Proposal 4 we don’t see the need for admission control in PHY evaluations. We also think that the ITU InH channel model may not be appropriate for factory automation as it was designed for office and shopping mall environments and companies should describe any modifications made such as for BS placement. For Proposal 6, we suggest to leverage the work done for IMT-2020 self-evaluation. 



Summary of the views on proposals 4/5/6 in R1-1809951:
14 companies provided inputs to this section:
· Proposal 4 in R1-1809951: 10 companies (DOCOMO, Huawei, HiSilicon, Nokia, NSB, ZTE, LG, Intel, Sony and CATT) support proposal 4 with some modification or clarification, while Qualcomm would be fine with this proposal with highlight that any assumption on blockage due to moving metal parts should also be described for channel model for factory automation, and Motorola/Lenovo would be fine with the proposal 4. In addition, Nokia and NSB commented that some other assumptions like TTI size, gNB/UE processing time, CSI measurement and reporting should also be reported. Ericsson and CATT seems have concern with reporting admission control.   
Moderator view: It seems proposal 4 is agreeable except for the sub-bullet for admission control. As to whether other assumptions are also reported or not could be further studied. 
· Proposal 5 in R1-1809951: 10 companies (DOCOMO, Huawei, HiSilicon, Nokia, NSB, ZTE, LG, Intel, Sony and CATT) support proposal 5 with some modification or clarification, while Qualcomm should also be fine with proposal 5 though not obviously indicated. 3 companies (Ericsson, Motorola Mobility, Lenovo) proposed to also align some basic link level simulation assumption.     
Moderator view: During the offline discussion in RAN1#94 meeting, most companies feel that link-level simulation are really dependent on the channels (e.g. PDCCH) or the detailed schemes, thus need to reply on companies to report the detailed simulation assumptions. However, I tried to provide some discussion in section 2.5 for link-level simulation.  
· Proposal 6 in R1-1809951: 8 companies (DOCOMO, Huawei, HiSilicon, Nokia, NSB, LG, Intel, and Sony) support proposal 6, while Qualcomm should also be fine with proposal 6 though not obviously indicated. ZTE asked clarification on the need of evaluation on baseline performance achievable with Rel-15 URLLC. Ericsson commented to clarify it is the baseline performance of PDCCH/PUCCH/PUSCH. CATT suggested to leverage the work done from self-evaluation.      
· Moderator view: Establishing baseline performance achievable with Rel-15 NR URLLC is one of the objectives given in the SID. It should be clarified that the baseline performance here mainly means system-level evaluation. For link-level evaluation, the ITU evaluation can be referred to.  

Based on the above summary of views from companies and discussion, the following proposals were approved by the email discussion:    
Proposal 5 (Proposal 4 in R1-1809951): Additional assumptions for evaluation:
· Companies describe overhead modeling (e.g. PDCCH overhead) used by companies in the simulation 
· Companies describe modification to channel models if any
· Companies describe power control mechanisms 

Proposal 6: FFS whether to describe the following assumptions:
· [bookmark: OLE_LINK25]Duplex mode: FDD or TDD (DL/UL configuration)
· Re-dropping or discarding UEs which do not satisfy certain channel quality if any
· [bookmark: OLE_LINK57]Blockage due to moving metal parts for channel model for factory automation
· Other assumptions like TTI size, gNB/UE processing time, CSI measurement and reporting

[bookmark: OLE_LINK2]Proposal 7 (Proposal 6 in R1-1809951): Companies are encouraged to provide evaluation on baseline performance achievable with Rel-15 NR URLLC, for the prioritized URLLC use cases identified in the Rel-16 URLLC SID.

Performance metric 
	From RAN1#94:

	Agreements:
· Further discussion till next meeting regarding whether/how to evaluate the number of users, the % of users, etc., satisfying reliability and latency requirements. 



 
Question 5: What is the performance metric for system-level evaluation? For your preferred option, please state the reason(s).
· Option 1: The number of users satisfying reliability and latency requirements per a certain bandwidth.
· Option 2: URLLC capacity as defined in 38.802.
· Option 3: None of the above (please provide your detailed proposal if you choose this option).
	Company
	Views

	Idaho National Laboratory (INL)
	INL favors Option 3, defined as Option 1 (number of users satisfying latency and reliability targets per a given bandwidth, channel model) plus a report of resource overhead necessary to meet latency and reliability targets.

	DOCOMO
	We do not think operators will use dedicated carrier for URLLC, and in most cases, an NR carrier is utilized for both eMBB data and URLLC data. Therefore, Option2 is preferred, since it is more aligned with our preferred scenarios that eMBB and URLLC UEs are sharing the same carrier.

	Qualcomm
	Option 1 with the following modifications: The maximum number of users per cell satisfying …
Based on this metric, there is no need to fix the number of UEs for each use case. Hence, the #UEs column should be removed from the table.

	CMCC
	option 2.
If there is no limitation or no consistence on the total number of droped UE, metric of option 1 could be any value. For an extreme example, if unlimited number of UE are dropped, a large number of cell-center UE will satisfy reliability and latency requirements, and this is useless for analyzing the coverage. A reasonable metric should be percentage of users satisfying reliability and latency requirements per a certain bandwidth and reporting resource utilization (RU), where RU could be used for URLLC system capacity study to analyze impact from inter-cell interference, queueing and scheduling latency, multiplexing with other services.
In Option 2, URLLC capacity is defined as C(L, R) , which is the maximum offered cell load under which Y% of UEs in a cell operate with target link reliability R under L latency bound. We think option 2 is more reasonable than option 1. Furthermore, if needed, “maximum offered cell load” could be clarified as resource utilization (RU).

	Huawei, HiSilicon
	Either option 1 and option 2 is fine with us, though option 1 seems more reasonable to us. With the evaluation of the number of users satisfying reliability and latency requirements, it can help to make better deployment to guarantee all the UEs in the cell can meet the requirement.   

	Nokia, NSB
	The URLLC performance shall be reported by showing the empirical complementary cumulative distribution function (ccdf) of the packet latency. The supported URLLC capacity is defined as the maximum offered load, where the reliability-latency target is achieved. Offered load is the product of the URLLC payload size, arrival rate, and the number of users.
It should be noted that Option 1 entails analyzing reliability and latency for each of the users, which might be unfeasible from simulation time point of view given the 99.999%-99.9999% reliability constraint.

	Samsung
	Option 1 may be useful for checking whether URLLC UE satisfy URLLC requirements or not without multiplexing with eMBB UEs. Option 2 may be useful in scenario where eMBB UEs and URLLC UEs are in the same cell. Considering the scopes in SID, both options seem reasonable to see which schemes is better or not. 
As Nokia commented, we also have a similar concern on how to see reliability. One possible way to see reliability just follows ITU guidance as below. 
	“Guidelines for evaluation of radio interface technologies for IMT-2020”, ITU Radio communication Study Groups
7.1.5	Reliability
The evaluator shall perform the following steps in order to evaluate the reliability requirement using system-level simulation followed by link-level simulations.
Step 1: 	Run downlink or uplink full buffer system-level simulations of candidate RITs/SRITs using the evaluation parameters of Urban Macro-URLLC test environment see § 8.4.1 below, and collect overall statistics for downlink or uplink SINR values, and construct CDF over these values.
Step 2:	Use the CDF for the Urban Macro-URLLC test environment to save the respective 5th percentile downlink or uplink SINR value.
Step 3:	Run corresponding link-level simulations for either NLOS or LOS channel conditions using the associated parameters in the Table 8-3 of this Report, to obtain success probability, which equals to (1-Pe), where Pe is the residual packet error ratio within maximum delay time as a function of SINR taking into account retransmission.
Step 4:	The proposal fulfils the reliability requirement if at the 5th percentile downlink or uplink SINR value of Step 2 and within the required delay, the success probability derived in Step 3 is larger than or equal to the required success probability. It is sufficient to fulfil the requirement in either downlink or uplink, using either NLOS or LOS channel conditions.





	ZTE
	We prefer Option#2.

From our point of view, Option#1 is a subset of Option#2. Option#2 provides more dimensions for performance evalution, i.e., 
(1) % (or the number) of the users satisfying reliability and latency requirement ;
(2) Capacity
The number of users satisfying the reliability and latency requirements can be adopted as the performance metric to determine whether Rel-15 URLLC needs to be further enhanced in Rel-16.
The capacity can be adopted as the performance metric to evaluate and compare different enhancement proposals. If two proposals offer the same capacity, we can further compare their outage rate.
Note: in our opinion, the outage users’ packets that satisfy reliability and latency requirements should be added to the capacity.

Besides, we have a concern about Option#1. It may need a large number of drops to find the accurate number of users where all the users in the cell satisfy the URLLC requirements. It may take extremely long simulation time.

	Intel
	Although we see Option 2 as a universal metric, it may be sometimes hard to compute since it requires to run over different loading conditions to find the maximum load under given reliability and latency.
Therefore, if in a given practical scenario, the number of UEs and their traffic parameters are likely to be relatively time-invariant, then Option 1 may be used. Such examples can correspond to use cases like factory automation or power distribution. In such cases wherein Option 1 is used, we agree with Qualcomm that the number of UEs should not be an input parameter, but rather an output performance metric.
In addition to the options, a simple metric like CDF of PERs per UE subject to a given target latency may be collected for a given loading condition.
As for Option 2 itself, the outage UE ratio X may be agreed and fixed to 5%. Companies should report if the assumption is different in that case.

	LG
	Option 2. Note that if the number of UEs per cell is fixed as our evaluation assumption, the ratio of outage UEs will affect the maximum cell load. On the other hand, if the ratio of outage UEs (i.e., X) defined in 38.802 needs to be fixed, the number of UEs per cell may need to vary. Our preference is the former approach. 

	Ericsson
	Option 2 with revision, since Option 2 takes into account offered cell load in addition to the metrics in Option 1. Extend URLLC capacity definition in 38.802 to additionally define URLLC / eMBB multiplexing capacity, when both URLLC and eMBB traffic exists. 

	Sony
	It isn’t clear what Option 1 is.  Does the “number of users” means 100% of the users in the cell, i.e. we keep adding users until the point where less than 100% of users satisfy the requirement?  On the bandwidth, isn’t it 40 MHz as per the simulation assumptions in Section 2.4 below?  Also how does this relate to the number of UE per cell column of Section 2.1 above?
Given the lack of clarity in Option 1, we prefer Option 2 and we should define the Y% here, e.g. Y=95%. 

	Motorola Mobility, Lenovo
	Option 2: URLLC capacity and URLLC / eMBB multiplexing capacity as defined in 38.802
-	Definition: URLLC system capacity is calculated as follows:
-	C(L, R) is the maximum offered cell load under which Y% of UEs in a cell operate with target link reliability R under L latency bound
-	X = (100 – Y) % is the percentage of UEs in outage
-	A UE in outage is defined as the UE cannot meet latency L and link reliability R bound
· Companies report their assumption on X

	CATT
	Both options 1 and 2 can be used depending on scenario. Option 2 is more general for mixed traffic (URLLC and non-URLLC) and would be applicable to electric power distribution and transport industry. However, we are not sure there would be mixed traffic for factory automation and moreover, specifying a percentage of users that are permitted to be in outage does not really make sense for applications such as motion control.



Summary of the views on Question 5:
17 companies responded to this question:
· Option 1(The number of users satisfying reliability and latency requirements per a certain bandwidth): 6 companies (INL, Qualcomm, Huawei, HiSilicon, Intel, CATT) are fine with option 1 with some addition or modification, while Samsung may be also ok with option 1. Specifically, INL prefers option 1 with reporting resource overhead, Qualcomm prefers option 1 with changing it to “The maximum number of users per cell satisfying reliability and latency requirements per a certain bandwidth”. CATT commented that option 2 would be applicable to power distribution and transport industry, but not applicable to factory automation considering there would be only URLLC traffic for factory automation. 
Moderator view: According to the inputs, it seems that four companies (Huawei, HiSilicon, Intel, CATT) are also fine with option 2 at least for some of the use cases.
· Option 2(URLLC capacity as defined in 38.802): 11 companies (DOCOMO, CMCC, Huawei, HiSilicon, ZTE, LG, Ericsson, Sony, Motorola Mobility, Lenovo, CATT) support option 2 with some addition or modification, while 2 more companies (Intel and Samsung) may be also ok with option 2. CMCC prefers option 2 with reporting resource utilization (RU), which can be used to analyze impact from inter-cell interference, queuing and scheduling latency, etc. Ericsson prefers option 2 with also evaluating URLLC/eMBB multiplexing capacity. Several companies expressed that the value of X (e.g. 5%) should be fixed if option 2 is used. 
· Two companies (Nokia, NSB) proposed to evaluate the empirical complementary cumulative distribution function (CCDF) of the packet latency. The main concern is to solve the problem of long simulation time for achieving higher reliability like 10^-6.

Based on the above summary of views from companies, it seems the majority view is to support option 2 with some addition and/or modification. And according to the discussions in the email, it seems different options can be applicable for different cases.    
[bookmark: OLE_LINK71]Proposal 8: The performance metric for Rel-16 NR URLLC evaluation is either option 1 or option 2 below depending on the use case for evaluation:
· Option 1: Percentage of users satisfying reliability and latency requirements
· Applicable for the case with fixed number of UEs and fixed traffic model per UE 
· Option 2: URLLC capacity as defined in TR 38.802
· Applicable for the case that the number of UEs and/or the data arrival rate is adjustable 
· FFS the value of X (e.g. 5% or 0%) 
· FFS method to reduce the simulation time to achieve the reliability of 10^-6
· FFS reporting resource utilization 
Simulation assumptions on additional parameters   
	From RAN1#94:

	Agreements:
· Further discussion whether/how to re-use the deployment and channel models in the existing TRs (e.g. 38.802, 37.885 and 38.901) 



 
In addition to the evaluation assumptions in section 2.1 and 2.2, assumptions on other additional parameters should be set also. The principle is to try to re-use the ones in the existing TRs (e.g. 38.802, 37.885 and 38.901) as much as possible.  
Transport Industry 
The value of a parameter is from the TR 37.885 if there is no specific description. 
  Urban Macro 
The following table of system-level evaluation assumptions is an example as the starting point for further discussion.
Table 2.4-1: System-level evaluation assumptions (Urban Macro for Transport Industry)
	Parameters
	Value

	Layout
	Single layer - Macro layer: Road configuration in Figure 6.1.9-1 in 38.913 and BS placement as depicted in Figure A.1.3-1 in 36.885.

	Inter-BS distance
	500m

	Carrier frequency
	4 GHz

	Simulation bandwidth
	40 MHz

	Channel model 
	UMa in TR 38.901

	UE Tx power
	23dBm

	BS antenna configurations
	(M, N, P, Mg, Ng) = (8, 8, 2, 1, 1);
dH = 0.5λ, dV = 0.8λ;
102 degree for 500m ISD

	BS antenna height
	25m

	BS antenna element gain + connector loss
	8 dBi, including 3dB cable loss

	BS receiver noise figure
	5dB

	UE antenna configuration
	(Mp, Np, P, Mg, Ng) = (1,2,2,1,1)
(dH, dV) = (0.5, 0.5)λ
Antenna tilt 0 degree

	UE receiver noise figure
	9 dB

	UE antenna height
	1.6m (Type 2 vehicle UE type in 37.885)

	Total transmit power per TRxP
	49 dBm 

	UE distribution
	Similar as Option A in 37.885
- Vehicle type distribution: 100% vehicle type 2.
- Vehicle speed is 60 km/h in all the lanes.

	Parameters with the value not defined in 37.885

	SCS 
	30 kHz, 60 kHz

	Number of UEs per cell
	Up to 30

	Traffic model
	As defined in section 2.1

	UE power control
	Companies report the PC mechanisms used for URLLC. 

	HARQ/repetition
	Companies report (including HARQ mechanisms).

	Channel estimation
	Realistic

	BS receiver
	MMSE-IRC as the baseline receiver
Note: Advanced receiver is not precluded.



Question 6: Any different thinking on the values in the above table? Please provide detailed explanation on the value(s) you propose if any.
	Company
	Views

	CMCC
	Carrier frequency should also consider 700MHz and/or 2GHz, where FDD is popular and is benefit for latency and UL cell-edge throughput/realibility. Especially for transport industry scenario, the requirement of latency, realibility, throughput and coverage should be all supported, that may be more challenged for TDD in macro deployment. Therefore, we suggest also consider FDD band.
We suggest to add an item for duplex mode, and companies report duplex mode and related DL/UL configuration if TDD is assumed.

	Huawei, HiSilicon
	We agree with the parameters defined in the above table. One clarification for the number of UEs per cell, up to 30 means that companies can evaluate smaller number to further identify the number of users satisfying the requirement, e.g. 5/10/15/20/30 can be considered. 

	Nokia, NSB
	It is sufficient to have 30kHz for SCS. Of course companies can still provide results for 60kHz SCS, but it should not be included as part of baseline assumptions.

	ZTE
	According to TS 22.886, remote driving vehicles are normal buses that follow pre-defined static routes and stop at pre-defined bus-stops. In this case, those UEs (buses) belong to the Type 3 vehicle UE type in 37.885 Section 6.12, whose antenna height should be 3m. 
The detailed modification is as below.
UE antenna height	1.6m (Type 2 vehicle UE type in 37.885)
UE antenna height                       3.0m (Type 3 vehicle UE type in 37.885)

	Intel
	We prefer to refer to TR 37.885 instead of copying the assumptions from there. The missing assumptions should be reported by companies, especially the SCS etc. which may be chosen by each company in their preferred way.

	LG
	As mentioned in Q2, the number of UEs per cell for transport industry use case needs to be decreased, e.g., 1 or 2 UEs.

	Ericsson
	As commented earlier, this scenario is not yet justified.



Summary of the views on Question 6:
9 companies responded to this question:
· 1 company (CMCC) commented that 700 MHz and/or 2 GHz should also be evaluated.   
· 1 company (CMCC) suggested that companies should report the duplex mode and the DL/UL configuration is TDD is assumed. 
· 2 companies (Nokia, NSB) prefer 30 kHz as baseline.
· 1 company (ZTE) commented that Type 3 vehicle UE type in 37.885 should be used and the UE antenna height 3.0 m should be used. 
· 1 company (LG) commented that the number of users should be 1 or 2 UEs.
· 1 company (Intel) prefers to refer to TR 37.885 directly for transport industry.  
· 1 company (Ericsson) prefers to justify the scenario first.  
Based on the above summary of views from companies it seems more discussion and more inputs are still needed for the simulation assumptions for transport industry for urban macro.   

  High way 
The following table of system-level evaluation assumptions is an example as the starting point for further discussion, where only the parameters with different values from urban macro in Table 2.4-1 are listed. 
Table 2.4-2: System-level evaluation assumptions (Highway for Transport Industry)
	Parameters
	Value

	Layout
	Single layer - Macro layer: Straight line BS placement with Road configuration in 36.885.

	Inter-BS distance
	1732m

	BS antenna height
	35m

	UE distribution
	Similar as Option A in 37.885
- Vehicle type distribution: 100% vehicle type 2.
- Vehicle speed is 140 km/h in all the lanes.



Question 7: Any different thinking on the values in the above table? Please provide detailed explanation on the value(s) you propose if any.
	Company
	Views

	Huawei, HiSilicon
	We agree with the parameters defined in the above table. 

	Intel
	We prefer to refer to TR 37.885 instead of copying the assumptions from there. The missing assumptions should be reported by companies, especially the SCS etc. which may be chosen by each company in their preferred way.

	Ericsson
	As commented earlier, this scenario is not yet justified. 
Even if transport industry is to be evaluated, there is no need to have a separate set of simulation assumption for highway. Sufficient to define one set for urban macro covering power distribution and transport industry.



Summary of the views on Question 7:
4 companies responded to this question:
· Two companies (Huawei, HiSilicon) are ok with parameters defined in the table 2.4-2. 
· 1 company (Intel) prefers to refer to TR 37.885 directly for transport industry.  
· 1 company (Ericsson) prefers not to justify the scenario first.  
Based on the above summary of views from companies it seems more discussion and more inputs are still needed for the simulation assumptions for transport industry for high way.   

Note: To keep the order and number of the previous proposals for better tracking the discussion, here I used a bigger number for the new proposal here. 
[bookmark: OLE_LINK45]Proposal 13: Further discuss the simulation assumptions on the additional parameters for remote driving. Take the following tables as an example as the starting point for further discussion:
 Table a: Additional assumptions for Urban Macro for remote driving
	Parameters
	Value

	Layout
	Single layer - Macro layer: Road configuration in Figure 6.1.9-1 in 38.913 and BS placement as depicted in Figure A.1.3-1 in 36.885.

	Inter-BS distance
	500m

	Carrier frequency
	4 GHz

	Simulation bandwidth
	40 MHz

	Channel model 
	UMa in TR 38.901

	UE Tx power
	23dBm

	BS antenna configurations
	4 Tx/4 Rx antenna ports 
(M, N, P, Mg, Ng) = (8, 8, 2, 1, 1);
dH = 0.5λ, dV = 0.8λ;
102 degree for 500m ISD

	BS antenna height
	25m

	BS antenna element gain + connector loss
	8 dBi

	BS receiver noise figure
	5dB

	UE antenna configuration
	2 Tx/4 Rx antenna ports 
Panel model 1: Mg=1, Ng=1, P=2, dH=0.5

	UE receiver noise figure
	9 dB

	UE antenna height
	1.6m (Type 2 vehicle UE type in 37.885)

	Total transmit power per TRxP
	49 dBm 

	UE distribution
	Similar as Option A in 37.885
- Vehicle type distribution: 100% vehicle type 2.
- Vehicle speed is 60 km/h in all the lanes.

	Parameters with the value not defined in 37.885

	SCS 
	30 kHz
Note: Other values for evaluation are not precluded. 

	Number of UEs per cell
	Up to 30

	UE power control
	Companies report the PC mechanisms used for URLLC. 

	HARQ/repetition
	Companies report (including HARQ mechanisms).

	Channel estimation
	Realistic

	BS receiver
	MMSE-IRC as the baseline receiver
Note: Advanced receiver is not precluded.



Table b: Different assumptions for Highway for remote driving compared to Urban Macro
	Parameters
	Value

	Layout
	Single layer - Macro layer: Straight line BS placement with Road configuration in 36.885.

	Inter-BS distance
	1732m

	BS antenna height
	35m

	UE distribution
	Similar as Option A in 37.885
- Vehicle type distribution: 100% vehicle type 2.
- Vehicle speed is 140 km/h in all the lanes.



Power distribution  
The value of a parameter is from the TR 38.802 if there is no specific description. The following table of system-level evaluation assumptions is an example as the starting point for further discussion for urban macro for power distribution.
Table 2.4-3: System-level evaluation assumptions (Urban Macro for power distribution)
	Parameters
	Value

	Layout
	Single layer - Macro layer: Hex. Grid

	Inter-BS distance
	500m

	Carrier frequency
	4 GHz

	Channel model 
	UMa in TR 38.901

	UE Tx power
	23dBm

	BS antenna configurations
	(M, N, P, Mg, Ng) = (8, 8, 2, 1, 1);
dH = 0.5λ, dV = 0.8λ;
102 degree for 500m ISD 

	BS antenna height
	25m

	BS antenna element gain + connector loss
	8 dBi

	BS receiver noise figure
	5dB

	UE antenna configuration
	Up to 8Tx/Rx antenna elements
Panel model 1: Mg=1, Ng=1, P=2, dH=0.5

	UE antenna height
	Follow the modelling of TR 38.901 (e.g. 1.5m)

	UE antenna gain
	0dBi as starting point

	UE receiver noise figure
	9 dB

	Total transmit power per TRxP
	49 dBm 

	BS receiver
	MMSE-IRC as the baseline receiver
Note: Advanced receiver is not precluded.

	Parameters with the value not defined in 38.802

	Number of UEs per cell
	Up to 10 

	Simulation bandwidth 
	40 MHz

	SCS 
	30 kHz, 60 kHz

	UE distribution
	100% of users are outdoors 

	Traffic model
	As defined in section 2.1

	UE power control
	Companies report the PC mechanisms used for URLLC. 

	HARQ/repetition
	Companies report (including HARQ mechanisms).

	Channel estimation
	Realistic



Please note that the assumptions in table 2.4-3 can be used for Rel-15 AR/VR also if supported. 
Question 8: Any different thinking on the values in the above table? Please provide detailed explanation on the value(s) you propose if any.
	Company
	Views

	Qualcomm
	As mentioned, the number of UEs per cell should be removed. Further, the SCS = 60KHz can be assumed by each company optionally. Since SCS = 60KHz is not mandatory in FR1, there is no reason to list it as one of the base assumptions. 

	Huawei, HiSilicon
	We agree with the parameters defined in the above table. 

	Nokia, NSB
	It is sufficient to have 30kHz for SCS. Of course companies can still provide results for 60kHz SCS, but it should not be included as part of baseline assumptions.
The UE speed (for fast fading calculation purposes) should be specified. Recommend to assume 3 km/h to capture the movements of other objects.

	Samsung
	Regarding subcarrier spacing, 60kHz can be considered as a baseline. 

	Intel
	In general fine, except for # of UE Tx/Rx antennas and SCS options. 
The description using “Up to …” for number of UE Tx/Rx antennas may not be very helpful in aligning results across companies. Furthermore, 8 Tx/Rx antennas @ UE seems quite an extreme assumption (especially if the “Up to” is removed). Recommend fixing to 2Tx/4Rx antennas @ UE. 
SCS should be something variable and to be selected by each company.

	Ericsson
	· Inter-BS distance: add 150m for power distribution scenario
· Number of UEs per cell: change to value agreed in Question 2, e.g., 4. 
· SCS: remove 60 KHz. Similar to simulation assumption agreed in RAN1#92, only 30 KHz is required.



Summary of the views on Question 8:
8 companies responded to this question:
· SCS: 3 companies (Qualcomm, Nokia, NSB) prefer 30 kHz as baseline, 3 companies (Samsung, Huawei, HiSilicon) prefer 60 kHz as baseline, 1 company (Intel) prefers to be selected by companies and 1 company (Ericsson) prefers to remove 60 kHz. 
[bookmark: OLE_LINK19]Moderator view: A possible compromise is to list both 30 kHz and 60 kHz while leave the flexibility to companies to choose, meanwhile other values are not precluded.
· UE/BS antenna configuration:  1 company (Intel) commented that the antenna configuration given in the table 2.4-3 is too high and proposed to use 2 Tx/ 4 Rx for UE. 
Moderator view: Considering that the number of antenna ports may have much impact on the performance, it would be good to align the number of antenna ports. Therefore, as commented by Intel and also considering the inputs to question 9 below, maybe we can try to use 2 Tx/ 4 Rx for UE and 4 Tx/4 Rx for BS here.  
· Number of UEs per cell:  1 company (Ericsson) prefers to use the value given in the Table in section 2.1 (e.g. 4). 
Moderator view: The value of the number of UEs per cell given in the table in section 2.1 for power distribution is the requirement. Then depending on the performance metric, it is possible that a different value from the one given in the table in section 2.1 would be used in the simulation. Up to 10 users is a good compromise at this stage and companies could report the number of UEs they used in the simulation.  
· Inter-BS distance:  1 company (Ericsson) to add 150 m. 
Moderator view: Considering that urban Macro should be the typical scenario for power distribution and 500 m is defined in TR 38.802, 500 m should be the baseline. However, other values are not precluded. A note to say other value (e.g. 150 m) is not precluded.    

Based on the above summary of views from companies and discussion, table 2.4-3 for system-level evaluation assumptions for urban macro for power distribution is updated and the following proposal was approved by the email discussion:   
Proposal 9: Take the simulation settings in the following table as the starting point for Rel-16 NR URLLC system level evaluation for urban macro for power distribution:   
	[bookmark: _Hlk525307811]Parameters
	Value

	Layout
	Single layer - Macro layer: Hex. Grid

	Inter-BS distance
	500m
Note: Other value (e.g. 150 m) is not precluded

	Carrier frequency
	4 GHz

	Channel model 
	UMa in TR 38.901

	UE Tx power
	23dBm

	BS antenna configurations
	FFS antenna ports (e.g., 4 Tx/4 Rx antenna, etc.) 
(M, N, P, Mg, Ng) = (8, 8, 2, 1, 1);
dH = 0.5λ, dV = 0.8λ;
102 degree for 500m ISD 

	BS antenna height
	25m

	BS antenna element gain + connector loss
	8 dBi

	BS receiver noise figure
	5dB

	UE antenna configuration
	FFS antenna ports (e.g., 2 Tx/4 Rx antenna ports, etc) 
Panel model 1: Mg=1, Ng=1, P=2, dH=0.5

	UE antenna height
	Follow the modelling of TR 38.901 (e.g. 1.5m)

	UE antenna gain
	0dBi as starting point

	UE receiver noise figure
	9 dB

	Total transmit power per TRxP
	49 dBm 

	BS receiver
	MMSE-IRC as the baseline receiver
Note: Advanced receiver is not precluded.

	Parameters with the value not defined in 38.802

	Number of UEs per cell
	Up to 10 

	Simulation bandwidth 
	40 MHz

	SCS 
	30 kHz
Note: Other values for evaluation are not precluded. 

	UE distribution
	100% of users are outdoors 

	UE power control
	Companies report the PC mechanisms used for URLLC. 

	HARQ/repetition
	Companies report (including HARQ mechanisms).

	Channel estimation
	Realistic



Factory automation   
Factory automation would mainly target for Indoor hot-spot. However, according to the LS on channel model for indoor industrial scenarios from 5G-ACIA, the channel model defined in 38.901 may need to be extended to better match industrial facilities characteristic. We may need to adjust some parameters of the channel model, like the layout or path loss related parameters. 
The value of a parameter is from the TR 38.802 if there is no specific description. The following table of system-level evaluation assumptions is an example as the starting point for further discussion for factory automation.
Table 2.4-4: System-level evaluation assumptions (Indoor hot-spot for factory automation)
	Parameters
	Value

	Inter-BS distance
	20m

	Carrier frequency
	4 GHz

	UE Tx power
	23dBm

	BS antenna element gain + connector loss
	5 dBi

	BS receiver noise figure
	5dB

	BS antenna configurations
	4 GHz: Up to 256Tx/Rx antenna elements
(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH = dV = 0.5 λ for 4GHz

	BS antenna height
	25m

	UE antenna configuration
	Up to 8Tx/Rx antenna elements
Panel model 1: Mg = 1, Ng = 1, P = 2, dH = 0.5

	UE antenna height
	Follow the modelling of TR 38.901 (e.g. 1.5m)

	UE antenna gain
	0dBi as starting point

	Total transmit power per TRxP
	24 dBm for 20 MHz bandwidth 

	BS receiver
	MMSE-IRC as the baseline receiver
Note: Advanced receiver is not precluded.

	Parameters with the value not defined directly for factory automation in 38.802

	SCS 
	30 kHz, 60 kHz

	Simulation bandwidth 
	40 MHz

	Layout
	Single layer as defined in 38.802
Indoor floor: (25BSs per 100m x 100m)

Note: Companies report the modification of the layout 

	Channel model 
	ITU InH for 4 GHz
Companies report the modification of the channel model 

	Number of UEs per cell
	Up to 10

	UE distribution
	100% of users are indoor: 3 km/h or 30 km/h UE-speed

	Traffic model
	As defined in section 2.1

	UE power control
	Companies report the PC mechanisms used for URLLC. 

	HARQ/repetition
	Companies report (including HARQ mechanisms).

	Channel estimation
	Realistic



Question 9: Any different thinking on the values in the above table? Please provide detailed explanation on the value(s) you propose if any.
	Company
	Views

	Idaho National Laboratory (INL)
	As discussed during the RAN1#94 meeting in Gothenburg, user loads for Factory Automation can range from 10 to 40 or more users per cell. According to a literature survey, Factory Automation device density can range from 0.33 to 3 devices/m2.  Assuming a factory automation floor of 10m x 10 m (100 square meters), this would give a range of users from about 30 to 300 users. For Release-16 development RAN1 could consider a range of 10 to about 100 users per cell for Factory Automation applications. This potentially large user load is consistent with the larger bandwidths envisioned for NR (e.g., 40 MHz or even higher)

	DOCOMO
	If an operator has only FR2 frequency band for NR operation, the operator needs to use the FR2 frequency band for any purposes including URLLC. Use of FR2 carrier for wide area URLLC scenarios would be challenging, but at least for indoor hot-spot factory automation, the use of FR2 should be useful. Therefore, we think 30GHz should also be evaluated in addition to 4GHz carrier frequency. 
The BS antenna height defined in TR38.802 is 3m rather than 25m.
The layout define above is different from ITU or TR38.802. In our view, the layout defined in ITU or TR 38.802 for indoor hot-spot, i.e., Single layer, indoor floor: (3, 6, 12) BSs per 120m x 50m can be reused. 
For UE distribution, we think 3km/h is sufficient, we don’t see the need to evaluate 30km/h UE speed for indoor hot-spot.
Besides, the UE receiver noise figure seems missing in the above table. For the parameter, 9dB as defined in TR38.802 can be used.

	Qualcomm
	1. Similar to our response to Question 8, the SCS = 60KHz should be removed from the table, but can be considered by interested companies optionally. 
1. The number of Tx/Rx antennas at the BS and UE is too large for the indoor factory automation deployment. We therefore propose to consider 4 Tx/Rx antennas at the BS and 2Tx/4Rx antennas at the UE. 
3) Other assumptions on the ISD and Tx power are not precluded and can be mentioned by companies when they present their results.

	Huawei, HiSilicon
	We agree with the parameters defined in the above table. 

	Nokia, NSB
	It is sufficient to have 30kHz for SCS. Of course companies can still provide results for 60kHz SCS, but it should not be included as part of baseline assumptions.
The BS antenna height should be 3 meters according to TR38.802.
Also, we propose to use the same layout as indicated in TR 38.802: 12 BSs in a 120 m x 50 m area (20 m ISD). There is no reason to increase to 25BSs per 100m x 100m.

	Samsung
	Regarding subcarrier spacing, 60kHz can be considered as a baseline. As for UE antenna height, another values should be also considered in addition to 1.5m because actual UE would be factory machine having different antenna height and located in different placement. 

	ZTE
	For a Macro BS, the value of total transmit power per TRxP should be larger than 24 dBm for 20 MHz bandwidth. Besides, Macro BS won’t be deployed in the InH scenario.  Thus we infer that the BS is a micro BS, whose antenna height should be 3m.
The detailed modification is as below.
BS antenna height	25m
BS antenna height	3m

	Intel
	BS antenna height in the indoor environment should be ceiling- or wall-mounted at 3-5 meters height, not 25 m. Also, number of BS and UE Tx/Rx antennas seem too high for InH deployments. Second Qualcomm suggestion of considering 4 Tx/Rx antennas @ BS and 2Tx/4Rx antennas @ UE.

	LG
	We are basically OK with this table. For clarification, it would be good to say “24 dBm per 20 MHz” as 38.802 as simulation bandwidth is 40 MHz. 

	Ericsson
	· BS antenna height: change to 10m 
· SCS: remove 60 KHz. Similar to simulation assumption agreed in RAN1#92, only 30 KHz is required.
· Channel model: It has been pointed out that InH is inappropriate for factory floor deployment. Modified indoor channel model for factory, taking into account 5G-ACIA input. 
· Number of UEs per cell: change to value agreed in Question 2, e.g., 4.

	Motorola Mobility, Lenovo
	· BS antenna height: 20m (considering that the space of 1 – 5 meters below the building’s ceiling of 25m height is occupied with metallic large objects, e.g. cranes, cooling, supply-pipes, etc [based on 5G-ACIA input, RP-181521])
· UE antenna height: 3m (e.g. fork lift, robot)
· BS antenna configuration: 4Tx/4Rx (In FR1 with a smaller inter-BS distance, only a few antennas may be deployed)
· UE antenna configuration: 2Tx/4Rx

	CATT
	30 KHz should be sufficient at least for FR1. Also take into account LS from 5G-ACIA regarding BS placement. Agree that up to 10 users per cell is a good compromise at this stage. Moderate speed (30 Km/h) needs to be evaluated for modeling moving/rotating machinery. 



Summary of the views on Question 9:
15 companies responded to this question:
· SCS: 4 companies (Qualcomm, Nokia, NSB, CATT) prefer 30 kHz as baseline, 3 companies (Samsung, Huawei, HiSilicon) prefer 60 kHz as baseline, 1 company (Intel) prefers to be selected by companies and 1 company (Ericsson) prefers to remove 60 kHz. 
Moderator view: A possible compromise is to list both 30 kHz and 60 kHz while leave the flexibility to companies to choose, meanwhile other values are not precluded.
· Number of UEs per cell:  1 company (Ericsson) prefers to use the value given in the Table in section 2.1 (e.g. 4). 1 company (INL) prefers 10 to 100 users per cell. 1 company (CATT) expressed that up to 10 users as given in Table 2.4-4 is a good compromise. 
Moderator view: The value of the number of UEs per cell given in the table in section 2.1 for factory automation is the requirement. Then depending on the performance metric, it is possible that a different value from the one given in the table in section 2.1 would be used in the simulation. However, since the number of UEs per cell given in the table in section 2.1 is still under discussion, maybe we can put up to 40 here for now and can update later.  
· UE/BS antenna configuration:  4 companies (Qualcomm, Intel, Motorola Mobility, Lenovo) commented that the antenna configuration given in the table 2.4-4 is too high and proposed to use 2 Tx/ 4 Rx for UE and 4 Tx/4 Rx for BS. 
Moderator view: Considering that the number of antenna ports may have much impact on the performance, it would be good to align the number of antenna ports. Therefore, maybe we can try to use the proposed values from these four companies here.  
· Carrier frequency: 1 company (DOCOMO) prefers to also evaluate 30 GHz considering that some operators may have FR2 frequency band. 
Moderator view: Considering that if 30 GHz is used, several other parameters (e.g. Antenna configurations) may need to be changed accordingly, it seems not easy to add it to the table directly at this stage. A note could be added to say evaluation of 30 GHz is not precluded.         
· BS antenna height: 5 companies (DOCOMO, Nokia, NSB, ZTE and Intel) commented that 3 m is defined in TR 38.802. 1 company (Ericsson) proposed 10 m and 2 companies (Motorola Mobility, Lenovo) proposed 20 m.   
Moderator view: It is true that 3 m is defined in the TR 38.802. Considering that the 5G-ACIA LS may have impact on this parameter also, it would be good to put 3 m here as baseline with a note to say that companies report the modification if any.  
· UE antenna height: 2 companies (Motorola Mobility, Lenovo) proposed 3 m. 1 company (Samsung) mentioned in addition to 1.5 m as given in the table 2.4-4, other values can be considered.   
Moderator view: Considering that the 5G-ACIA LS may have impact on this parameter also and the comments, a note could be used to say that companies report the modification if any.  
· Layout: 3 companies (Nokia, NSB and DOCOMO) commented that the entry is not the same as that defined in TR 38.802.   
Moderator view: It will be corrected to the one defined in TR 38.802.  
· UE speed: 1 company (DOCOMO) commented that 3 km/h is sufficient and no need to evaluate 30 km/h. 1 company (CATT) expressed that 30 km/h needs to be evaluated for modeling moving/rotating machinery.   
Moderator view: A possible compromise is to list both while leave the flexibility to companies to choose.  
· UE noise figure: 1 company (DOCOMO) commented that UE noise figure is missing.   
Moderator view: UE noise figure will be added.  
· BS Tx power: 1 company (LG) commented that it would be better to use the exact wording “24 dBm per 20 MHz” defined in 38.802.   
Moderator view: Ok to use the exact wording as defined in 38.802.  

Based on the above summary of views from companies and discussion, table 2.4-4 for system-level evaluation assumptions for indoor hot-spot for factory automation is updated and the following proposal was approved by this email discussion:   
[bookmark: OLE_LINK63]Proposal 10: Take the simulation settings in the following table as the starting point for Rel-16 NR URLLC system level evaluation for indoor hot-spot for factory automation:   
	Parameters
	Value

	Inter-BS distance
	20m

	Carrier frequency
	4 GHz

	UE Tx power
	23dBm

	BS antenna element gain + connector loss
	5 dBi

	BS receiver noise figure
	5dB

	BS antenna configurations
	FFS antenna ports (e.g., 4 Tx/4 Rx antenna ports, etc) 
(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH = dV = 0.5 λ for 4GHz

	BS antenna height
	[3] m
Note: Companies report the modification of the layout

	UE antenna configuration
	FFS antenna ports (e.g., 2 Tx/4 Rx antenna ports, etc.) 
[bookmark: OLE_LINK11][bookmark: OLE_LINK12][bookmark: OLE_LINK13]Panel model 1: Mg = 1, Ng = 1, P = 2, dH = 0.5

	UE antenna height
	Follow the modelling of TR 38.901 (e.g. 1.5m)
Note: Companies report the modification of the layout

	UE antenna gain
	0dBi as starting point

	BS Tx power
	24 dBm per 20 MHz 

	BS receiver
	MMSE-IRC as the baseline receiver
Note: Advanced receiver is not precluded.

	UE receiver noise figure
	9 dB

	Parameters with the value not defined directly for factory automation in 38.802

	SCS 
	30 kHz

Note: Other values for evaluation are not precluded. 

	Simulation bandwidth 
	40 MHz

	Layout
	Single layer as defined in 38.802
Indoor floor: [(3, 6, 12) BSs per 120 m x 50 m]

Note: Companies report the modification of the layout 

	Channel model 
	ITU InH for 4 GHz
Companies report the modification of the channel model 

	Number of UEs per cell
	Up to [40]

	UE distribution
	100% of users are indoor: 3 km/h and/or 30 km/h UE-speed
Note: which one to use is up to companies and other value(s) are not precluded

	UE power control
	Companies report the PC mechanisms used for URLLC. 

	HARQ/repetition
	Companies report (including HARQ mechanisms).

	Channel estimation
	Realistic


· [bookmark: OLE_LINK49][bookmark: OLE_LINK9]Evaluation of 30 GHz carrier frequency is not precluded. 

Link level evaluation  
For link-level simulation, the assumptions for different use cases seems not so divergent, thus we can sort the scenarios as urban macro and indoor hot-spot. 
For link level evaluation, parameters depend on the channel (e.g. PDCCH) and/or schemes to evaluate a lot, which could be set for specific case and reported by companies. However, some basic simulation settings can be set.   
Link level simulation assumptions for Urban Macro
[bookmark: OLE_LINK85]This deployment is mainly for transport industry and power distribution. The following link simulation assumption is an example as the starting point for further discussion:
Table 2.5-1: Link-level simulation assumptions (Urban Macro) 
	Parameter
	Value

	Carrier frequency for evaluation
	4GHz

	Channel model
	TDL-C (delay spread: 300ns)  as in 38.901

	Deployment
	Urban macro as listed in 3GPP 38.802

	UE speed
	3 km/h, 60 km/h, 140 km/h

	BS TX antenna configuration
	2 TX ports, 4 Tx ports
Note: One or more can be simulated 

	BS RX antenna configuration
	4 Rx ports

	UE TX antenna configuration
	1TX port as baseline

	UE RX antenna configuration
	4 RX ports 

	System bandwidth
	40 MHz

	Sub-carrier spacing
	30 kHz, 60 kHz
Note: which one to use is up to companies and other value(s) are not precluded  

	Channel estimation
	Practical

	Receiver type
	MMSE



[bookmark: OLE_LINK87]Question 10: Any different thinking on the values in the above table? Please provide detailed explanation on the value(s) you propose if any.
	Company
	Views

	Huawei, HiSilicon
	We are fine with the proposal. 



According to the comments from Ericsson, Motorola and Lenovo, this proposal is added:    

Proposal 11: Further discuss the simulation assumptions for some basic parameters for link-level simulation. Take the following table as an example as the starting point for further discussion for urban macro:  

	Parameter
	Value

	Carrier frequency for evaluation
	4GHz

	Channel model
	TDL-C (delay spread: 300ns)  as in 38.901

	Deployment
	Urban macro as listed in 3GPP 38.802

	UE speed
	3 km/h, 60 km/h, 140 km/h

	BS TX antenna configuration
	4 Tx ports

	BS RX antenna configuration
	4 Rx ports

	UE TX antenna configuration
	2TX ports

	UE RX antenna configuration
	4 RX ports 

	System bandwidth
	40 MHz

	Sub-carrier spacing
	30 kHz
Note: Other values for evaluation are not precluded. 

	Channel estimation
	Practical

	Receiver type
	MMSE

	Q value (i.e. SINR range) 
	Companies could report the Q value (e.g. could consider the one from ITU evaluation)



Link level Simulation assumptions for Indoor hot-spot 
This deployment is mainly for factory automation. However, as described in section2.4.3, the channel model defined in 38.901 may need to be extended to better match industrial facilities characteristic. We may need to adjust some parameters of the channel model, like the layout or path loss related parameters.  
The following link simulation assumption is an example as the starting point for further discussion:
Table 2.5-2: Link-level simulation assumptions (Indoor hot-spot) 
	Parameter
	Value

	Carrier frequency for evaluation
	4GHz

	Channel model
	Baseline: TDL-D (delay spread: 30ns)  as in 38.901
Note: Companies report the modification of the channel model

	Deployment
	Baseline: Indoor hot-spot as listed in 3GPP 38.802
Note: Companies report the modification of the channel model

	UE speed
	3 km/h, 60 km/h

	BS TX antenna configuration
	2 TX ports, 4 Tx ports
Note: One or more can be simulated 

	BS RX antenna configuration
	4 Rx ports
Note: One or more can be simulated

	UE TX antenna configuration
	2TX ports

	UE RX antenna configuration
	4 RX ports 

	System bandwidth
	40 MHz

	Sub-carrier spacing
	30 kHz, 60 kHz
Note: which one to use is up to companies and other value(s) are not precluded  

	Channel estimation
	Practical

	Receiver type
	MMSE

	[bookmark: _Hlk524437668]Q value (i.e. SINR range) 
	Companies could report the Q value 



Question 11: Any different thinking on the values in the above table? Please provide detailed explanation on the value(s) you propose if any.
	Company
	Views

	Huawei, HiSilicon
	We are fine with the proposal. 



According to the comments from Ericsson, Motorola and Lenovo, this proposal is added:    

Proposal 12: Further discuss the simulation assumptions for some basic parameters for link-level simulation. Take the following table as an example as the starting point for further discussion for indoor hot-spot:  
	Parameter
	Value

	Carrier frequency for evaluation
	4GHz

	Channel model
	Baseline: TDL-D (delay spread: 30ns)  as in 38.901
Note: Companies report the modification of the channel model

	Deployment
	Baseline: Indoor hot-spot as listed in 3GPP 38.802
Note: Companies report the modification of the channel model

	UE speed
	3 km/h, 30 km/h

	BS TX antenna configuration
	4 Tx ports

	BS RX antenna configuration
	4 Rx ports

	UE TX antenna configuration
	2TX ports

	UE RX antenna configuration
	4 RX ports 

	System bandwidth
	40 MHz

	Sub-carrier spacing
	30 kHz
Note: Other values for evaluation are not precluded.  

	Channel estimation
	Practical

	Receiver type
	MMSE

	Q value (i.e. SINR range) 
	Companies could report the Q value 


· Evaluation of 30 GHz carrier frequency is not precluded. 

Others   
Question 10: are there any other considerations you would like to share on simulation assumptions and methodology?
	Company
	Views

	ZTE
	When PDCP duplication is used in higher layer, the reliability requirement in physicial layer can be relaxed. However, PDCP duplication is only applicable to CA/DC, which is an optional UE feature and may not supported for all URLLC UEs. Thus, we propose that at least study physicial layer reliability without considering PDCH duplication. For companies using PDCH duplication, they should report how to model it in simulations.  

	Intel
	We suggest to also agree that Rel.15 enabled use cases may be evaluated with deployment scenarios agreed in Rel.14 NR SI (TR 38.802) with necessary modifications as we mentioned in our tdoc R1-1808705.

	Ericsson
	· Need to discuss and decide on the link-level simulation parameters
· If performance is to be evaluated for transport industry, then define a single set of simulation parameters for urban macro, which covers both transport industry and power distribution.



Conclusion  
Based on the summary in section 2 and also the discussion by email, the status on the proposals are summarized as below:
[bookmark: OLE_LINK47]Proposals approved by the email discussion: 
1. Additional assumptions for evaluation: 
0. Companies describe overhead modeling (e.g. PDCCH overhead) used by companies in the simulation 
0. Companies describe modification to channel models if any 
0. Companies describe power control mechanisms 
1. 1 ms air interface latency is assumed for evaluation for factory automation, with the assumption of 1 ms CN delay in 2 ms end-to-end latency. 
1. Other values for evaluation are not precluded
1. In evaluations, it is assumed that the packet size is based on L2/L3 SDU in the evaluation
0. FFS header overhead 
1. FFS whether to describe the following assumptions: 
1. Duplex mode: FDD or TDD (DL/UL configuration) 
1. Re-dropping or discarding UEs which do not satisfy certain channel quality if any 
1. Blockage due to moving metal parts for channel model for factory automation 
1. Other assumptions like TTI size, gNB/UE processing time, CSI measurement and reporting
1. Companies are encouraged to provide evaluation on baseline performance achievable with Rel-15 NR URLLC, for the prioritized URLLC use cases identified in the Rel-16 URLLC SID. 
1. Take the simulation settings in the following table as the starting point for Rel-16 NR URLLC system level evaluation for urban macro for power distribution:   
	Parameters
	Value

	Layout
	Single layer - Macro layer: Hex. Grid

	Inter-BS distance
	500m
Note: Other value (e.g. 150 m) is not precluded

	Carrier frequency
	4 GHz

	Channel model 
	UMa in TR 38.901

	UE Tx power
	23dBm

	BS antenna configurations
	FFS antenna ports (e.g., 4 Tx/4 Rx antenna, etc.) 
(M, N, P, Mg, Ng) = (8, 8, 2, 1, 1);
dH = 0.5λ, dV = 0.8λ;
102 degree for 500m ISD 

	BS antenna height
	25m

	BS antenna element gain + connector loss
	8 dBi

	BS receiver noise figure
	5dB

	UE antenna configuration
	FFS antenna ports (e.g., 2 Tx/4 Rx antenna ports, etc) 
Panel model 1: Mg=1, Ng=1, P=2, dH=0.5

	UE antenna height
	Follow the modelling of TR 38.901 (e.g. 1.5m)

	UE antenna gain
	0dBi as starting point

	UE receiver noise figure
	9 dB

	Total transmit power per TRxP
	49 dBm 

	BS receiver
	MMSE-IRC as the baseline receiver
Note: Advanced receiver is not precluded.

	Parameters with the value not defined in 38.802

	Number of UEs per cell
	Up to 10 

	Simulation bandwidth 
	40 MHz

	SCS 
	30 kHz
Note: Other values for evaluation are not precluded. 

	UE distribution
	100% of users are outdoors 

	UE power control
	Companies report the PC mechanisms used for URLLC. 

	HARQ/repetition
	Companies report (including HARQ mechanisms).

	Channel estimation
	Realistic



1. Take the simulation settings in the following table as the starting point for Rel-16 NR URLLC system level evaluation for indoor hot-spot for factory automation:   
	Parameters
	Value

	Inter-BS distance
	20m

	Carrier frequency
	4 GHz

	UE Tx power
	23dBm

	BS antenna element gain + connector loss
	5 dBi

	BS receiver noise figure
	5dB

	BS antenna configurations
	FFS antenna ports (e.g., 4 Tx/4 Rx antenna ports, etc) 
(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH = dV = 0.5 λ for 4GHz

	BS antenna height
	[3] m
Note: Companies report the modification of the layout

	UE antenna configuration
	FFS antenna ports (e.g., 2 Tx/4 Rx antenna ports, etc.) 
Panel model 1: Mg = 1, Ng = 1, P = 2, dH = 0.5

	UE antenna height
	Follow the modelling of TR 38.901 (e.g. 1.5m)
Note: Companies report the modification of the layout

	UE antenna gain
	0dBi as starting point

	BS Tx power
	24 dBm per 20 MHz 

	BS receiver
	MMSE-IRC as the baseline receiver
Note: Advanced receiver is not precluded.

	UE receiver noise figure
	9 dB

	Parameters with the value not defined directly for factory automation in 38.802

	SCS 
	30 kHz

Note: Other values for evaluation are not precluded. 

	Simulation bandwidth 
	40 MHz

	Layout
	Single layer as defined in 38.802
Indoor floor: [(3, 6, 12) BSs per 120 m x 50 m]

Note: Companies report the modification of the layout 

	Channel model 
	ITU InH for 4 GHz
Companies report the modification of the channel model 

	Number of UEs per cell
	Up to [40]

	UE distribution
	100% of users are indoor: 3 km/h and/or 30 km/h UE-speed
Note: which one to use is up to companies and other value(s) are not precluded

	UE power control
	Companies report the PC mechanisms used for URLLC. 

	HARQ/repetition
	Companies report (including HARQ mechanisms).

	Channel estimation
	Realistic


· Evaluation of 30 GHz carrier frequency is not precluded. 


[bookmark: OLE_LINK75]Proposals need more inputs or more discussion 
[bookmark: OLE_LINK27]Proposal 1: Further discussion on the table of representative use cases for selection for evaluation, with the following table as an example as the starting point:     
	Use case
(Clause #)
	Reliability (%)
	Latency (ms)
	# of UEs
(per cell)
	Data packet size and traffic model
	Description 

	Transport Industry
(22.186: 5.5)
	[99.999]
	[5] (end to end latency)
	[30] 

	DL: [TBD] byte; ftp model 3 with arrival interval [TBD] s
UL: [TBD] byte; Periodic with arrival interval [TBD] s 
	Remote driving 


	Power distribution
(22.804:5.6.4 &5.6.6)
	99.9999
	5(end to end latency)
	8
	DL & UL:
[80] byte 
ftp model 3 with arrival interval 100ms
	Power distribution grid fault and outage management 

	
	[99.999] 
	15(end to end latency)
	8
	DL & UL:
250 byte 
Periodic and deterministic with arrival interval 0.833 ms
	Differential protection

	Factory automation

	99.9999
	[2](end to end latency)
	 4, [40]
	DL & UL:
20 byte,  50 byte
Periodic and aperiodic deterministic traffic model
Note: Other value e.g. 32 bytes is not precluded
	Motion control

	Rel-15 enabled use case (e.g. AR/VR)  
	99.999, [99.9] 
	[bookmark: OLE_LINK17][1ms to 7ms] (air interface delay)
	1, 5, 10, 20
	DL & UL:
[32, 200, 4096, 10 K] bytes 
FTP model 2/3 or periodic with different arrival rates
	Companies report the combination of the requirement 


· All the entries in the above table are subject to further discussion which can be revisited in the next meeting
· Note: The details on above the requirements can refer to R1-1809337.
· Note: 3ms ~ 10ms CN delay for differential protection (i.e. power distribution case 2) could be considered.
· Note: Rel-15 higher layer mechanisms for reliability may be applicable for achieving the reliability requirement
· Note: The reliability and latency are as defined in 22.186.  
· Note: For AR/VR, the requirement can refer to section 7.2.3 in TS 22.261. 
· Note: FFS whether the packet size is based on application layer or L2/L3. The packet size listed in the table needs to further discussed, especially depending on the outcome of whether the packet size is based on application layer or L2/L3
· Further discussion on how to map the requirements (e.g., reliability, latency, etc.) to RAN-level requirements
· FFS which section in TR 22.804 is used as the reference for factory automation  
· Further discussion on whether to set some certain percentage of UEs for remote driving
[bookmark: OLE_LINK33]
Proposal 3: 2 ms air interface latency is assumed for evaluation for remote driving, with the assumption of 3 ms CN delay in 5 ms end-to-end latency. Other values for evaluation are not precluded.
Proposal 8: The performance metric for Rel-16 NR URLLC evaluation is either option 1 or option 2 below depending on the use case for evaluation:
· Option 1: Percentage of users satisfying reliability and latency requirements
· Applicable for the case with fixed number of UEs and fixed traffic model per UE 
· Option 2: URLLC capacity as defined in TR 38.802
· Applicable for the case that the number of UEs and/or the data arrival rate is adjustable 
· FFS the value of X (e.g. 5% or 0%) 
· FFS method to reduce the simulation time to achieve the reliability of 10^-6
· FFS reporting resource utilization 
[bookmark: OLE_LINK36]Proposal 11: Further discuss the simulation assumptions for some basic parameters for link-level simulation. Take the following table as an example as the starting point for further discussion for urban macro:  
	Parameter
	Value

	Carrier frequency for evaluation
	4GHz

	Channel model
	TDL-C (delay spread: 300ns)  as in 38.901

	Deployment
	Urban macro as listed in 3GPP 38.802

	UE speed
	3 km/h, 60 km/h, 140 km/h

	BS TX antenna configuration
	4 Tx ports

	BS RX antenna configuration
	4 Rx ports

	UE TX antenna configuration
	2TX ports

	UE RX antenna configuration
	4 RX ports 

	System bandwidth
	40 MHz

	Sub-carrier spacing
	30 kHz
Note: Other values for evaluation are not precluded. 

	Channel estimation
	Practical

	Receiver type
	MMSE

	Q value (i.e. SINR range) 
	Companies could report the Q value (e.g. could consider the one from ITU evaluation)



[bookmark: OLE_LINK44][bookmark: OLE_LINK37]Proposal 12: Further discuss the simulation assumptions for some basic parameters for link-level simulation. Take the following table as an example as the starting point for further discussion for indoor hot-spot:  
	Parameter
	Value

	Carrier frequency for evaluation
	4GHz

	Channel model
	Baseline: TDL-D (delay spread: 30ns)  as in 38.901
Note: Companies report the modification of the channel model

	Deployment
	Baseline: Indoor hot-spot as listed in 3GPP 38.802
Note: Companies report the modification of the channel model

	UE speed
	3 km/h, 30 km/h

	BS TX antenna configuration
	4 Tx ports

	BS RX antenna configuration
	4 Rx ports

	UE TX antenna configuration
	2TX ports

	UE RX antenna configuration
	4 RX ports 

	System bandwidth
	40 MHz

	Sub-carrier spacing
	30 kHz
Note: Other values for evaluation are not precluded.  

	Channel estimation
	Practical

	Receiver type
	MMSE

	Q value (i.e. SINR range) 
	Companies could report the Q value 


· [bookmark: OLE_LINK10]Evaluation of 30 GHz carrier frequency is not precluded. 

Proposal 13: Further discuss the simulation assumptions on the additional parameters for remote driving. Take the following tables as an example as the starting point for further discussion:
 Table a: Additional assumptions for Urban Macro for remote driving
	Parameters
	Value

	Layout
	Single layer - Macro layer: Road configuration in Figure 6.1.9-1 in 38.913 and BS placement as depicted in Figure A.1.3-1 in 36.885.

	Inter-BS distance
	500m

	Carrier frequency
	4 GHz

	Simulation bandwidth
	40 MHz

	Channel model 
	UMa in TR 38.901

	UE Tx power
	23dBm

	BS antenna configurations
	4 Tx/4 Rx antenna ports 
(M, N, P, Mg, Ng) = (8, 8, 2, 1, 1);
dH = 0.5λ, dV = 0.8λ;
102 degree for 500m ISD

	BS antenna height
	25m

	BS antenna element gain + connector loss
	8 dBi

	BS receiver noise figure
	5dB

	UE antenna configuration
	2 Tx/4 Rx antenna ports 
Panel model 1: Mg=1, Ng=1, P=2, dH=0.5

	UE receiver noise figure
	9 dB

	UE antenna height
	1.6m (Type 2 vehicle UE type in 37.885)

	Total transmit power per TRxP
	49 dBm 

	UE distribution
	Similar as Option A in 37.885
- Vehicle type distribution: 100% vehicle type 2.
- Vehicle speed is 60 km/h in all the lanes.

	Parameters with the value not defined in 37.885

	SCS 
	30 kHz
Note: Other values for evaluation are not precluded.

	Number of UEs per cell
	Up to 30

	UE power control
	Companies report the PC mechanisms used for URLLC. 

	HARQ/repetition
	Companies report (including HARQ mechanisms).

	Channel estimation
	Realistic

	BS receiver
	MMSE-IRC as the baseline receiver
Note: Advanced receiver is not precluded.



Table b: Different assumptions for Highway for remote driving compared to Urban Macro
	Parameters
	Value

	Layout
	Single layer - Macro layer: Straight line BS placement with Road configuration in 36.885.

	Inter-BS distance
	1732m

	BS antenna height
	35m

	UE distribution
	Similar as Option A in 37.885
- Vehicle type distribution: 100% vehicle type 2.
- Vehicle speed is 140 km/h in all the lanes.



