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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN1#92 and RAN1#92bis, the link-level and system-level evaluation parameters for NoMA have been agreed as in the Appendix. In RAN1#94, we presented some link-level evaluation results in eMBB scenario based on the agreed parameters [1]. In this contribution, we further present link-level evaluation results for eMBB scenario.
[bookmark: _Ref129681832]LLS Evaluation Results
Evaluation method
In the simulation, we assume a carrier frequency of 4GHz, and each UE is allocated with 12 PRBs. NR Type-2 DMRS configuration with 2-symbol overhead is used, supporting up to 12 orthogonal DMRS ports. To support more UEs than the number of orthogonal DMRS ports, more orthogonal cover codes (OCCs), cyclic shifts, or DMRS sequences can be introduced. Each UE is allocated with the whole 12 PRBs. The number of transmit antenna is 1, and the number of receive antennas is 4. Both ideal channel estimation (ICE) and realistic (RCE) are considered, and MMSE algorithm is applied for channel estimation. The scenarios with frequency and timing offset are considered with the models agreed in [2].
Among the NoMA schemes proposed up to RAN1#94, we evaluate SCMA [3], MUSA [4], RSMA [5], and spreading-based NCMA [6], and present their performance for eMBB scenario. The overall evaluation methodology for eMBB is similar to that for mMTC as described in [7], including the transmitter and receiver (section 2.1 of [7]), signature allocation (section 2.2 of [7]), and results presentation method (section 2.3 of [7]). For each case, the optimal MCS, number of branches, and mapping length/spreading factor (SF) for each scheme could be different from that of the mMTC case. 
Result Comparison and Analysis 
As expected, in all the figures under equal SNR setup (Figure 1) or unequal SNR setup (Figure 2), the required per UE SNR with all compared schemes (SCMA, MUSA, RSMA, and spreading-based NCMA) increases when # of multiplexed UEs goes up. In the following, we will discuss for each case how the required SNR changes in terms of TBS, # of Rx antennas, and how it varies between different simulated schemes. More simulation results can be found in the Appendix.
Fixed Signature Allocation
Figure 1 and Figure 2 present the required per UE SNR versus different # of multiplexed UEs when the combination of MCS, SF, and # of branches is optimized for each simulation case. 
In term of TBS (transport block size) 
The curves of the smaller TBSs are flatter than those of the larger TBSs, which means the smaller the TBS is, the larger # of multiplexed UEs can be supported.  
· Less than 0.2 dB required-SNR increases for # of UE from 2 to 12 when TBS=20 bytes. 
· More than 2.0 dB required-SNR increases for # of UE from 2 to 12 when TBS=150 bytes.  
In term of NoMA schemes
With adaptive SF and # of branches, SCMA can still provide large SNR gain over sequence spreading based NoMA schemes. The gap between the required SNR of SCMA and sequence spreading based NoMA schemes increases with the TBS. The gap is 0.4 dB ~ 0.6 dB when TBS is 80 bytes, 0.8 dB ~ 1.1 dB when TBS is 120 bytes, and 1.3 dB ~ 2.3 dB when TBS is 150 bytes. These gaps indicate that SCMA requires lower SNR to serve the same # of UEs with the same TBS requirements compared with the sequence spreading based NoMA schemes. 
In term of channel estimation 
The required SNR in terms of # of simultaneous UEs increases faster with RCE than with ICE. This is because the channel estimation error will propagate during MUD and interference cancellation, and the performance degradation increases with the number of UEs. For 1T2R with RCE, less than 0.2dB required-SNR increases for # of UE from 2 to 12 in the case of TBS=20 bytes, and more than 2.0dB required-SNR increases for # of UE from 2 to 12 in the case of TBS=150 bytes. 
However, with RCE, the relative performance difference between the NoMA schemes does not change much compared with ICE. The curves of sequence spreading based NoMA schemes are close to each other, and always perform worse than SCMA.
Observation 1: With fixed signature allocation, SCMA can provide large SNR gain over sequence spreading based NoMA schemes in eMBB scenario for both equal and unequal SNR distribution.
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	(a). TDLA-30ns, 1T4R, ICE
	(b). TDLA-30ns, 1T4R, RCE
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	(c). TDLA-30ns, 1T4R, ICE 
	(d). TDLA-30ns, 1T4R, RCE


Figure 1. Required SNR vs # of UEs under ICE and RCE cases (Equal SNR)
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	(a). TDLA-30ns, 1T4R, ICE
	(b). TDLA-30ns, 1T4R, RCE
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	(c). TDLA-30ns, 1T4R, ICE
	(d). TDLA-30ns, 1T4R, RCE


Figure 2. Required SNR vs # of UEs under ICE and RCE cases (Unequal SNR)

Random Signature Allocation
With random signature allocation, each UE is pre-allocated with a signature. Thus, the link adaptation according to the # of multiplexed UEs is unavailable in this case, i.e., MCS, SF, and # of branches are fixed. Assume there are  potential UEs and  UEs are randomly active for each TTI. As shown in the previous results, sequence spreading based NoMA schemes perform close to each other, thus only MUSA is simulated in this case. In the case of TBS=80 bytes, the performance of SCMA and MUSA with both equal and unequal SNR distribution is shown in Figure 3. In the case of TBS=80 bytes, SCMA-16p with 2 branches has the best performance when the number of UEs is between 2 and 12.
With random signature allocation, the relative performance difference between the NoMA schemes do not change much compared with fixed signature allocation. The gap in the required SNR between SCMA and MUSA increases with the size of TBS. For instance, the gap is up to dB when TBS=40 bytes, dB when TBS=60 bytes, and dB when TBS=75 bytes.
These gaps indicate that SCMA requires lower SNR to serve the same # of UEs with the same TBS requirements compared with the sequence spreading based NoMA schemes.
Observation 2: With random signature allocation, SCMA can provide large SNR gain over sequence spreading based NoMA schemes in eMBB scenario.
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	(a) TDLA-30ns, 1T4R, ICE
	(b) TDLA-30ns, 1T4R, RCE
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	(c) TDLC-300ns, 1T4R, ICE
	(d) TDLC-300ns, 1T4R, RCE


Figure 3. Required SNR versus # of active UEs (Unequal SNR and 24 Potential UEs)
Timing and Frequency Offset
In the simulation with timing and frequency offset, the timing offset is uniformly distributed among [0, CP/2] and frequency offset is uniformly distributed among [-140, 140] Hz. Figure 4 presents the BLER performance of SCMA and MUSA with and without timing and frequency offset. Ideal channel estimation means the estimation of both TO/FO and channel gains are perfect, and realistic channel estimation means both TO/FO and channel gains are unknown. The results show that with timing and frequency offset, SCMA can still provide large SNR gain over MUSA. 
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Figure 4. Required SNR versus # of UEs with TO/FO (Case 22 in template 1)
Observation 3: With the timing/frequency offset, SCMA can provide large SNR gain over sequence spreading based NoMA schemes in eMBB scenario.
Conclusions
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]In this contribution, we present the link-level evaluation results for eMBB scenario. Based on the discussion, we have following observations and proposal: 
Observation 1: With fixed signature allocation, SCMA can provide large SNR gain over sequence spreading based NoMA schemes in eMBB scenario for both equal and unequal SNR distribution.
Observation 2: With random signature allocation, SCMA can provide large SNR gain over sequence spreading based NoMA schemes in eMBB scenario.
Observation 3: With the timing/frequency offset, SCMA can provide large SNR gain over sequence spreading based NoMA schemes in eMBB scenario.
Proposal: Capture the above observations into the TR.
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Appendix
[bookmark: _Ref505757384]Table 1 Link-level evaluation assumptions
	Parameters
	mMTC
	URLLC
	eMBB
	Further specified values

	Carrier Frequency
	700 MHz
	700 MHz or 4 GHz 
	4 GHz, 700 MHz as optional
	

	Waveform 
(data part)
	CP-OFDM and DFT-s-OFDM
	CP-OFDM as starting point
	CP-OFDM as starting point
	

	Channel coding
	URLLC: NR LDPC
eMBB: NR LDPC 
mMTC: NR LDPC
	The choice of channel coding here is only for the performance evaluation purpose for NoMA study

	Numerology 
(data part)
	SCS = 15 kHz, #OS = 14
	Case 1: SCS = 60 kHz, #OS = 7 (normal CP), optionally 6 (ECP)
Case 2: SCS = 30 kHz, #OS = 4

	SCS = 15 kHz
#OS = 14
	

	Allocated bandwidth
	6 as the starting point
	12 as the starting point
	12 as the starting point
	For high payload such as 75 bytes, larger number of RBs can be considered.

	TBS per UE
	At least five TBS that are [10, 20, 40, 60, 75] bytes. Other values higher than 10 bytes are not precluded.
Lower than 0.1 bits/RE is optional
	At least five TBS that are [10, 20, 40, 60, 75] bytes. Other values higher than 10 bytes are not precluded.
	At least five TBS that are [20, 40, 80, 120, 150] bytes. Other values higher than 20 bytes are not precluded.
	#bits per RE calculation does not include DMRS overhead (e.g., REs of one every 7 symbols for DMRS would not be used to carry the data)


	Target BLER for one transmission
	10%
	0.1%
	10%
	

	Number of UEs multiplexed in the same allocated bandwidth
	To be reported by companies. 

	Companies are encouraged to perform evaluations with various number of UEs
Note: refined set of numbers of UEs should be further discussed in the next meeting. 

	BS antenna configuration
	2 Rx or 4 Rx for 700MHz,
4Rx or 8 Rx for 4 GHz 
8Rx as optional
	CDL model in 38.901 should be considered for 8Rx

	UE antenna configuration
	1Tx  
	

	Propagation channel & UE velocity
	TDL-A 30ns and TDL-C 300ns in TR38.901, 3km/h, CDL optional
	

	Max number of HARQ transmission
	1 as starting point. 
	1 as starting point. More values, 2 for URLLC can be used.
	1 as starting point.
	

	Channel estimation
	Ideal channel estimation results should be reported for calibration

Realistic channel estimation
	

	MA signature allocation (for data and DMRS)
	Fixed/Random
	Proponents report the details of  random MA signature allocation (whether without or with collision)

	Distribution of avg. SNR
	Both equal and unequal

	Equal
	Both equal and unequal
	Uniform discrete values for unequal case,, range [x - a, x + a] (dB) with 1 dB step, where x is the average SNR among UEs, and the deviation  [a=3]

	Timing offset
	0 as starting point. For grant-free without perfect TA, value is TBD
	

	Frequency error
	0 as starting point. The value(s) is TBD. 
	

	Traffic model for link level
	Full buffer as starting point. Non-full-buffer model (like Poisson arrival of fixed packet size) is optional.
	

	For link level calibration purpose only
	OMA single user whose spectral efficiency is the same as per UE SE in NoMA. AWGN curves can be provided also.

	


Note: for the case when a parameter has a “OR” condition, companies are encouraged to evaluate all the corresponding values
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