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Introduction
Following the progress of NR-IAB standardization in RAN1 #93, quite a few agreements were achieved, and a couple of items were identified for further study.
In this contribution, we provide our views on some of the enhancements and modifications required to support NR-IAB. More specifically, we discuss (among other aspects) 
· Random access design considerations for backhaul links
· Inter-relay discovery and measurement
· Network synchronization
· Timing alignment across multi-hop NR-IAB networks
· Resource allocation
· Cross-link interference
· Power control
Our companion contributions [1], [2], and [3] respectively discuss more details of “IAB network synchronization and multi-hop timing alignment”, “resource management”, and “performance evaluation”.
Design Considerations for NR-IAB
RAN1 #93 identified a couple of design aspects for NR-IAB that may need further study and enhancements. These are summarized in the following list and will be discussed in this section:
· RACH design
· Inter-relay discovery and measurements
· Link failure recovery
· OTA synchronization
· Timing alignment across multi-hop NR-IAB networks
· Resource allocation and coordination
· Cross-link interference
· Power control

RACH design
RAN1 #93 achieved the following agreement
	Agreements:
· Study mechanisms for multiplexing of RACH transmissions from UEs and RACH transmissions from IAB nodes.
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[bookmark: _Ref521694061]Figure 1: Illustration of extended backhaul links, compared to small access links

Figure 1 shows that backhaul links can be much longer than access links in some scenarios.
Observation 1.1: The ratio of backhaul link distance to access link distance might be much higher than two in NR.
The number of supported cyclic shifts for each ZC root sequence of PRACH transmission is dictated by the round trip time. Hence, if access and backhaul links use same resources for RACH, supportable number of cyclic shifts for each ZC root sequence decrease significantly.
Table 1 assumes that backhaul links are four times longer than access links, and shows the supported number of cyclic shifts and used root sequences in access and backhaul links.
Column (1) and (2) of Table 1 are directly copied from table 6.3.3.1-7 of 38.211. These denote the NCS values for short PRACH preamble formats (length #139). Colum (3) and (4) show the supported number of cyclic shifts per ZC root sequence and the number of used ZC root sequences for these Ncs values. The equations used to find the values of column (c) and (d) shown also. Note that, a zero value of Ncs means only one cyclic shift and 64 ZC sequences are used. 
Column (e) shows the required Ncs values for backhaul links. Since, we assumed that the ratio of backhaul to access links is 4; the required Ncs values for backhaul links are four times higher compared to access links. As column (f) shows, this reduces the number of supported cyclic shifts per ZC root sequence for backhaul link and increases the total number of needed ZC root sequences.
Hence, if access and backhaul links use same resources for RACH, the required number of ZC root sequences increases. In FR2, we can only have at most 138 distinct ZC root sequences with length 139 PRACH preamble. Hence, this leads to higher interference within a cell and across cells during RACH transmission. 
[bookmark: _Ref521694116]Table 1: Supported number of cyclic shifts and used ZC root sequences in access and backhaul links (backhaul link is four times longer than access link)
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Observation 1.2: If access and backhaul links use same resources for RACH, supportable number of cyclic shifts for each ZC root sequence decrease significantly.
· This, in turn, leads to the use of higher number of ZC root sequences in each cells and higher interference during RACH transmission.
That is why, it is beneficial to allow network the flexibility to separate access and backhaul RACH resources in the time domain. This can be done in several ways, e.g.: 1) by introducing additional bits in RMSI to indicates backhaul CBRA occasions and 2) using different SI-RNTI to convey access and backhaul RMSI. Since backhaul transmission may happen infrequently, the periodicity of backhaul RACH resources, that are orthogonal to access RACH resources, can be extended to reduce the additional overhead.
Observation 1.3: Periodicity of backhaul RACH resources, that are orthogonal to access RACH resources, can be extended to reduce overhead.
Proposal 1.1: NR allows network the flexibility to configure access and backhaul RACH resources with different occasions and periodicities. 
· Different mechanisms can be considered to enable this, e.g., additional bits can be introduced in RMSI to indicate backhaul CBRA occasions.


Inter-relay discovery and measurements
RAN1 #93 achieved the following agreements
	Agreements:
· To support the half-duplex constraint from the perspective of a given IAB node, IAB supports detection and measurement of candidate backhaul links (after initial access) which utilizes resources that are orthogonal in time from those used by access UEs for cell detection and measurement. 
· The following solutions can be further considered:
· [bookmark: _Hlk521593571]TDM of SSBs (e.g. depending on hop order, cell ID, etc.)
· SSB muting across IAB nodes 
· Multiplexing of SSBs for access UEs and IABs within a half-frame or across half-frames 
· Additional IAB node discovery signal TDM with SSB (e.g. CSI-RS)
· Use of off-raster SSBs
· Different transmission periodicity compared to the periodicity used by access UEs
· Further study coordination mechanisms for different solutions



	[bookmark: _Hlk521586629]Agreements:
· IAB supports SSB and CSI-RS based RRM measurements. The following features can be considered:
· Mechanisms for coordination of RS transmission and measurement occasions for IAB nodes 
· Enhancements of SMTC and CSI-RS configurations for IAB 



Half-duplex constraint
As captured in the above agreements, a major design consideration for the IAB discovery and measurements is the half-duplex constraint of the IAB-nodes. To address the issue, IAB-nodes should coordinate their TX and RX (TX/RX coordination, or muting pattern) to enable discovering/measuring other IAB-nodes while being discoverable/measurable by other IAB-nodes.
[image: ]
[bookmark: _Ref521587100]Figure 2: an example of TX/RX coordination to enable IAB discovery and measurements

Figure 2 shows an example of a TX/RX coordination pattern that is determined based on the hop-count (i.e. distance to the IAB-donor in terms of number of links) and allows measurement of the neighboring IAB-nodes that are 1 hop away (i.e. parent and children).
In practice, different patterns may be adopted. These patterns can be divided into different categories, as shown in Table 2. Figure 2 shows an example of a periodic pattern, that would provide multiple periodic opportunities for measurements and tracking. A pseudo-random pattern, where an IAB-node chooses the resources for TX and RX more randomly, seems more suitable to increase the chance of discovery. On the other hand, the coordination can be done more dynamically to provide flexibility to (re)select an efficient pattern.
[bookmark: _Ref521587658]Table 2: TX/RX coordination pattern
	Pattern
	Signaling overhead
	Flexibility
	Main use case 

	Semi-persistent/periodic
	None (spec’d) to medium
	Medium
	Measurement

	Pseudo-random
	None (spec’d) to low
	Low
	Discovery

	Dynamic
	High
	High
	Discovery/ measurement



Proposal 2.1: to address the half-duplex constraint in the IAB-node discovery and measurements, support different TX/RX coordination patterns. The patterns may be (pseudo-)random, semi-persistent/periodic, or dynamically configured. 

There are also different ways to configure the coordination pattern. In general, the configuration may be done in a centralized manner by the network (e.g. IAB-donor’s CU), or in a distributed way. Centralized schemes allow better optimizations but may impose more signaling overhead and a slower operation. In the distributed schemes, we may either consider distributed coordination among IAB-nodes to determine a TX/RX pattern or predefine some rules that can be followed by each IAB-node individually, with no need to do explicit coordination. The required signaling to enable these different schemes should be further studied. 
Table 3: Configuration of TX/RX pattern
	Method
	Description
	Determination
	Signaling

	Centralized
	Determined by the NW, and indicated to IAB-nodes
	Left to implementation
	Measurements + configuration (FFS)

	Distributed
	Distributed coordination
	To be specified (FFS)
	Coordination + configuration (FFS)

	
	Following a pre-configured rule (e.g. hop-based, pseudo-random)
	To be specified (FFS)
	None



Proposal 2.2: support configuring the TX/RX pattern both centrally (baseline) and in a distributed manner.
· FFS the required signaling.

Impact on the UEs
It is already agreed that the resources used for IAB discovery and measurements should be orthogonal in time to those used by the access UEs for cell detection and measurements – the reason being the half-duplex constraints of the IAB-nodes. Various solutions (like TDM of SSBs depending on the hop order, or SSB muting across IAB nodes, etc.) were also suggested as seen in the RAN1 #93 agreement. 
However, we note that if some SSBs are used for IAB discovery and measurement, we need to make sure there is no impact on the access UEs. More specifically, there are some restrictions for the SSBs transmitted on a sync raster, as the access UEs assume a single periodicity for all SSBs transmitted by a cell. Hence a sporadic SSB transmission (following a muting pattern) can confuse the access UEs. So, we propose to use off-raster SSBs for IAB discovery and measurements. 

Observation 2.1: Sporadic SSB transmissions, following a muting pattern, may confuse the initial access UEs, if they are transmitted on a sync raster.
Proposal 2.3: use off-raster SSBs for IAB discovery and measurements. 

Rel-15 RRM for IAB discovery and measurements
It was agreed that IAB can use both SSB based (SMTC) and CSI-RS based RRM. In [4], we compared the two methods and identified a few simple modifications that can enhance design of Rel-15 RRM for IAB. This is reiterated below in Table 4.
[bookmark: _Ref521594882]Table 4: RRM design enhancement
	Aspects
	Rel-15
	Rel-16 IAB proposal

	Periodicity 
	SMTC:   up to 160 msec
CSI-RS:  up to 40 msec
	Support longer periods (semi-static IAB network)

	Time-domain configuration
	SMTC:  follow SS burst set pattern
CSI-RS:  symbol-level flexibility
	Allow more flexibility for SSB TD locations 

	Flexibility of measurement config
	SMTC: 1 window per freq (inter-freq)
CSI-RS:  can configure multiple windows
	Allow more flexible SMTC config (to configure TX/RX coordination pattern)



Rel-15 RRM limits the periodicity to 160 msec and 40 msec respectively for SMTC and CSI-RS based methods. Allowing larger values of periodicity for IAB will be beneficial in reducing the resource overhead, considering the semi-static nature of IAB network. 
Currently in Rel-15, the SSBs transmitted within SMTC for RRM must follow the same SS burst set pattern as the cell-defining SSBs. Such a restriction can be relaxed for IAB to allow more flexible arrangement of SSBs to reduce the overhead. This in turn may need more signaling overhead to configure the SMTC. 
Rel-15 allows configuring only 1 SMTC window per frequency for inter-frequency RRM and 2 for intra-frequency. This will limit the TX/RX coordination patterns that we can configure to address the half-duplex issue. Hence, we propose more flexible SMTC configuration such as (see Figure 3)
· increase the number of SMTC windows
· use a similar design to configure transmission windows (i.e. SSB transmission timing configuration or STTC).
[image: ]
[bookmark: _Ref521672822]Figure 3: configuring multiple measurement (SMTC) and transmission (SSTC) windows for IAB discovery/measurements

Proposal 2.4: simple modifications to the NR R15 RRM framework should be considered to make it more suitable for backhaul operations, such as
· configuring new values for CSI-RS/SMTC periodicity (e.g. larger than 160 msec),
· increasing the maximum number of SMTC configured per frequency, 
· supporting more flexible time-domain location of the SSBs within a SMTC,
· leveraging SMTC design to configure transmission windows (STTC). 

A baseline framework 
Figure 4 demonstrates a baseline framework to support BH discovery and measurements in an NR-IAB network, and Table 5 summarizes the proposed signals to be used for various operations.
Note in this proposal, inter-IAB-node discovery is based on a periodic transmission of off-raster SSBs, following a muting pattern, on TDM’ed resources with cell-defining SSBs, and transmitted with potentially a long periodicity.

[image: ]
[bookmark: _Ref513563849]Figure 4: Signaling used for various BH operations

[bookmark: _Ref513564034]Table 5: reference signals used for various BH operations
	BH procedure
	Baseline ref signals
	Additional ref signals 

	Initial acquisition
	CD SSBs
	Off-raster SSBs

	Inter-IAB-node discovery
	Off-raster SSBs
	CD SSBs, CSI-RS

	BH measurements
	On-demand CSI-RS
	CD SSBs, off-raster SSBs



Proposal 2.5: adopt the proposed framework in Table 5 for initial acquisition, inter-IAB-node discovery and BH measurements.

Link Failure Recovery
The following agreement regarding BH link failure was achieved in RAN1 #93.
	Agreements:
· An IAB-node supports mechanisms for detecting/recovering from backhaul link failure based on Rel-15 mechanisms.
· Study enhancements to RLM RS and associated procedures for IAB



In Rel-15, RLF is declared after N310 consecutive OOS are detected and T310 timer runs for the configured time without receiving N311 consecutive IS indications. Figure 5 and Figure 6 show the detection of RLF and recovery before RLF.
[image: ]
[bookmark: _Ref521695041]Figure 5:Detection of RLF

[image: ]
[bookmark: _Ref521695155]Figure 6: Recovery before declaring RLF
Note that, in Rel-15, failure of beam recovery procedure leads to RLF declaration. But success of beam recovery procedure does not impact RLF procedure.
Observation 3.1: In Rel-15, RLF is declared after a N310 consecutive OOS are detected and T310 timer runs for the configured time without receiving N311 consecutive IS indications.
· In Rel-15, failure of beam recovery procedure leads to RLF declaration. 
· In Rel-15, Success of beam recovery procedure does not impact RLF procedure.
Now, radio link monitoring signals (used for declaring/stopping RLF) and candidate beam reference signals (used to convey beam failure recovery) can be different. Communication can happen via candidate beam reference signal even if radio link monitoring reference signals fail.
Compared to access UE, declaring RLF is more costly for an IAB MT node. The corresponding IAB DU will have to release all resources of its child nodes. Hence, declaring RLF while the beam recovery procedure becomes successful, is undesirable.
Observation 3.2: Radio link monitoring and candidate beam reference signals can be different.
· Communication can happen via candidate beam reference signal even if radio link monitoring reference fail.
Observation 3.3: Declaring RLF is costly for an IAB UEF node.
· The corresponding IAB DU will have to release all resources of its child nodes.
That’s why, success of beam recovery procedure should stop the T310 timer and prevent IAB UEF to declare RLF. Figure 7 shows how such a process may work. Here, T310 timer starts after the upper layer receives N310 number of consecutive OOS indications. While the timer is running, the layer receives indication of beam failure recovery success from lower layer. Hence, without getting N311 number of consecutive IS indications, the T310 timer is stopped. 

[image: ]
[bookmark: _Ref521695248]Figure 7: Stopping of T310 timer based on success of beam failure recovery
Proposal 3.1: NR supports success of beam recovery procedure stopping the T310 timer and preventing IAB UEF to declare RLF.


OTA synchronization
RAN1 #93 achieved the following agreement
	Agreements:
· IAB supports TA-based synchronization between IAB nodes, including across multiple backhaul hops
· Enhancements to existing mechanisms can be further studied


In our companion paper [1], we provided our detailed view on IAB network synchronization. We identified the issue of OTA timing error accumulation across multiple hops and calculated the maximum supportable number of hops to meet the cell phase accuracy requirement of 3 usec. Table 6 provides these results.

[bookmark: _Ref521668562]Table 6: maximum time deviation per hop, and maximum number of allowable hops
[image: ]

Observation 4.1: TA-based OTA synchronization can support multi-hop IAB network (4~5 hops) for mmw bands. TA-based OTA synchronization is not sufficient to support multiple hops in lower bands.
Proposal 4.1: To tighten the OTA timing error, especially in lower bands, RAN1 should consider the following solutions:
· Using wider band signals (UL and DL) to achieve more accurate timing estimation 
· Enhancing TA, e.g. by reducing its granularity and increasing the number of bits

Given the accumulated timing error, large scale IAB networks cannot achieve tight network synchronization by relying solely on the OTA techniques. Instead, the network should be partitioned into clusters of nodes where the timing of the center of a cluster is disciplined by GNSS or PTP and the rest of the nodes may choose OTA techniques. 

Proposal 4.2: IAB TR should mention TA-based OTA synchronization can support up to [5] hops in MMW bands. 
Proposal 4.3: IAB network should use other synchronization techniques, such as GNSS and PTP, along with OTA techniques to achieve tight network synchronization. 
Proposal 4.4: it should be further studied how timing adjustment of an IAB-node (following OTA synchronization) impacts the operation of its child IAB-nodes and UEs. 




Multi-hop timing alignment
RAN1 #93 achieved the following agreement
	Agreements:
· The following cases should be further studied:
· Case 1: DL transmission timing alignment across IAB nodes and donor nodes
· Case 2: DL and UL transmission timing is aligned within an IAB node
· Case 3: DL and UL reception timing is aligned within an IAB node
· Case 4: within an IAB node, when transmitting using case 2 while when receiving using case 3
· Case 5: Case 1 for access link timing and Case 4 for backhaul link timing within an IAB node in different time slots
· Further study the following levels of alignment between IAB nodes/donor nodes or within an IAB node:
· Slot alignment
· Symbol-level alignment
· No alignment
· Further consider the impact of different cases on TDM/FDM/SDM multiplexing of access and backhaul links, cross-link interference, and impact on access UEs



In [1], we compared different timing alignment cases (cases 1-5) in details – the summary of which is provided in Table 7. Based on this comparison, we propose the following:
Proposal 5.1: the timing alignment case 1 (where slot boundaries across multi-hop IAB network are aligned) is adopted as the baseline. 
· The other cases that allow simultaneous transmissions and/or receptions over two adjacent hops should also be supported.
· It is left to network, which case to select. 

[bookmark: _Ref521669446]Table 7: comparison of different timing alignment cases
	
Timing Alignment
	Pros
	Cons

	Case 1
	· Allows synchronous operation without cross link interference (due to time misalignment)
· When the there is a change in timing of the BH link, timing relative to the access UEs and IAB child nodes remain the same.
	· Simultaneous Tx to parent & children and Rx from the parent & children creates interference due to misalignment

	Cases 2-5
	· Allows simultaneous transmissions and/or receptions to the parent node and the IAB child nodes/UEs.
	· With every hop, the relative timing error may grow
· Asynchronous operation
· Requires longer guard periods to minimize cross link interference
· When the there is a change in timing of the BH link, the new timing reference needs to be communicated to the children.



Resource allocation and coordination
In our companion paper [2], we provided our detailed view on the IAB resource management, and proposed to support two approaches:
· A baseline approach is a semi-static resource partitioning approach, where a set of resources, called schedulable resources, is determined for each IAB-node as a DU to schedule its child nodes at a relatively large time scale. For a centralized implementation, new signaling messages shall be defined at F1-AP interface between CU and IAB-node DU to support this baseline approach. No changes are required at NR Uu interface and no changes are required for UEs. 
· An enhanced approach is a dynamic resource coordination approach, which enables fast resource coordination between IAB-nodes. Compared with the semi-static resource partitioning approach, this dynamic resource coordination can be more flexible and efficient in resource usage but at the possible expense of more control signaling overhead. Enhancements or new signaling messages at NR Uu interface may be required for IAB-nodes.           

Proposal 6.1: A semi-static resource partitioning shall be supported as a baseline approach, where a set of resources, called schedulable resources, are determined for each IAB-node to schedule its child nodes.
· To support a centralized implementation of the semi-static resource partitioning schemes. New upper-layer (F1-AP) signaling is needed to indicate the required reports for selecting schedulable resources and provide the selected resources. 
· Exact signaling format is out of RAN1 scope. 
· The granularity for schedulable resource pattern shall be configurable.
· A schedulable resource pattern for an IAB-node can be associated with only a subset of its child links.
· Interaction between schedulable resource pattern and the resource allocation (e.g. RRC-configured resources) shall be further studied, including e.g. conflict resolution rules.
Proposal 6.2: A dynamic coordination approach shall be supported with potentially using enhanced slot format indication framework.

Cross-link interference
RAN1 #93 achieved the following agreement regarding CLI:
	Agreements:
· CLI mitigation techniques including advanced receivers and transmitter coordination should be studied and prioritized in terms of complexity and performance.
· CLI mitigation techniques should be able to manage the following inter IAB node interference scenarios:
· Case 1: Victim IAB node is receiving in DL in the backhaul link, interfering IAB node is transmitting in UL in the backhaul link.
· Case 2: Victim IAB node is receiving in DL in the backhaul link, interfering IAB node is transmitting in DL in the access link.
· Case 3: Victim IAB node is receiving in UL in the access link, interfering IAB node is transmitting in UL in the backhaul link.
· Case 4: Victim IAB node is receiving in UL in the access link, interfering IAB node is transmitting in DL in the access link.
· Note: In this case access links include links to and from the IAB node to child IAB nodes and UEs which are served by the IAB node
· CLI measurements such as short-term and long term measurements, and multiple-antenna and beamforming based measurements should be studied to enable CLI mitigation in IAB.
· Mechanisms for inter IAB node CLI measurement need to be able to capture Cases 1-4. 



We note that the identified interference cases of IAB (cases 1 to 4) are like the scenarios that may happen in the access network – e.g. UL-to-DL and DL-to-UL cross-link interference due to flexible TDD, or UL-to-UL and DL-to-DL inter-cell interference. There is no interference scenario specific to IAB, hence common CLI management techniques (RS design, measurements, and coordination) should be adopted for both access and backhaul networks. We further notice that the RAN plenary has agreed to a new work item (WI) for CLI – to start in January 2019. Therefore, it is more natural to have a unified CLI design to be worked out during the CLI WI.
To further evaluate the severity of CLI in the backhaul network (i.e. BH-to-BH interference), we investigate two worst-case scenarios in a homogenous network layout with 19 micro sites, with 1, 3 or 7 IAB-donors and a RSRP-based topology. Other simulation assumptions can be found in the Appendix.
Scenario 1: to calculate the interference on a victim link, we assume all other IAB-nodes are active and transmitting at the same time, and towards the direction of one of their BH links that is selected at random. 
Scenario 2: to calculate the interference on a victim link, we assume all other IAB-nodes are active and transmitting at the same time, and towards the direction that causes the maximum interference on the victim link. 
[image: ]
[bookmark: _Ref521615695]Figure 8: BH-to-BH interference (homogenous network)

Figure 8 compares the SNR and SINR of these scenarios. It is observed, although there could be 10dB to 20dB reduction in SNR due to interference in scenario 1 and 2 respectively, the resulting worst-case SINR is still very good: 20dB and 30dB at 10% for scenario 1 and 2 respectively. Therefore, even in the worst-case interference scenarios, we are in a regime that BH SINR is sufficient to provide the best spectral efficiency. 
We also note that BH interference can be rectified to some extent in IAB topology management (i.e. establishing BH links that create less cross-interference) and resource allocation (i.e. allocating orthogonal resources to the interfering links). Any further improvement through scheduling coordination is expected to be marginal. 

Observation 7.1: in a homogenous IAB network, the worst-case SINR (due to BH-to-BH interference) is sufficiently high: >20dB at 10% and >30dB at 50%.
Observation 7.2: IAB CLI scenarios are very similar to cross-link (in flexible TDD) and inter-cell interference scenarios in the access network.  
Proposal 7.1: IAB CLI study should be unified with other CLI scenarios and worked out in the CLI WI.

Power Control
Among other agreements, RAN1 #93 also agreed to the following:
	Agreements:
· IAB supports TDM, FDM, and SDM between Access and BH links at an IAB node, subject to a half-duplex constraint. Further study the following solutions for the different multiplexing options:
· …
· DL and UL power control enhancements and timing requirements to allow for intra-panel FDM and SDM of backhaul and access links.
· … 



An IAB-node may have concurrent communications (thorough FDM or SDM) over its backhaul (link to the parent) and access (link to its children) links. In such scenarios, the IAB-node may need to adopt a power control method to either determine how to split its TX power, or to control the interference. Figure 9 demonstrates different cases, where new power control may be needed in IAB. 
  [image: ]
[bookmark: _Ref521671536]Figure 9: concurrent communications of an IAB-node with its parent and children, and the required power control cases

We note that while the IAB-node can control the TX power on its access links (towards its children), the TX power on the backhaul link is controlled by the parent node. As a baseline, we may assume the backhaul link has a higher priority, and the IAB-node controls the TX power on its access links subject to the configured power on the backhaul link. 
However, there are some signals (e.g. DL RS for RRM, periodic CSI-RS) that require semi-statically allocated TX power, and the IAB-node cannot dynamically change the TX power of such signals. This suggests a need to semi-statically control the power of the access and backhaul links that share common time resources (i.e. SDM or FDM), at least for such power-sensitive transmissions. 

Proposal 8.1: the power of the concurrent access and backhaul links (multiplexed in frequency or spatial)
· should be controlled semi-statically – at least for the transmissions that cannot dynamically change the power (like DL RS for RRM, periodic CSI-RS)
· can be determined dynamically for the remaining transmissions. 
· FFS: enhancements to allow more efficient SDM/FDM of the access and backhaul links.

Conclusion
In this contribution, we provided our view on RAN1 design and standardization of NR-IAB, and overviewed main design aspects to enable NR BH. We also made the following observations and proposals:

--- RACH design ---
Observation 1.1: The ratio of backhaul link distance to access link distance might be much higher than two in NR.
Observation 1.2: If access and backhaul links use same resources for RACH, supportable number of cyclic shifts for each ZC root sequence decrease significantly.
· This, in turn, leads to the use of higher number of ZC root sequences in each cells and higher interference during RACH transmission.
Observation 1.3: Periodicity of backhaul RACH resources, that are orthogonal to access RACH resources, can be extended to reduce overhead.
Proposal 1.1: NR allows network the flexibility to configure access and backhaul RACH resources with different occasions and periodicities. 
· Different mechanisms can be considered to enable this, e.g., additional bits can be introduced in RMSI to indicate backhaul CBRA occasions.

--- inter-relay discovery and measurements ---
Proposal 2.1: to address the half-duplex constraint in the IAB-node discovery and measurements, support different TX/RX coordination patterns. The patterns may be (pseudo-)random, semi-persistent/periodic, or dynamically configured. 
Proposal 2.2: support configuring the TX/RX pattern both centrally (baseline) and in a distributed manner.
· FFS the required signaling.
Observation 2.1: Sporadic SSB transmissions, following a muting pattern, may confuse the initial access UEs, if they are transmitted on a sync raster.
Proposal 2.3: use off-raster SSBs for IAB discovery and measurements. 
Proposal 2.4: simple modifications to the NR R15 RRM framework should be considered to make it more suitable for backhaul operations, such as
· configuring new values for CSI-RS/SMTC periodicity (e.g. larger than 160 msec),
· increasing the maximum number of SMTC configured per frequency, 
· supporting more flexible time-domain location of the SSBs within a SMTC,
· leveraging SMTC design to configure transmission windows (STTC). 
Proposal 2.5: adopt the proposed framework in Table 5 for initial acquisition, inter-IAB-node discovery and BH measurements.
--- link failure recovery ---
Observation 3.1: In Rel-15, RLF is declared after a N310 consecutive OOS are detected and T310 timer runs for the configured time without receiving N311 consecutive IS indications.
· In Rel-15, failure of beam recovery procedure leads to RLF declaration. 
· In Rel-15, Success of beam recovery procedure does not impact RLF procedure.
· 
Observation 3.2: Radio link monitoring and candidate beam reference signals can be different.
· Communication can happen via candidate beam reference signal even if radio link monitoring reference fail.
Observation 3.3: Declaring RLF is costly for an IAB UEF node.
· The corresponding IAB DU will have to release all resources of its child nodes.
Proposal 3.1: NR supports success of beam recovery procedure stopping the T310 timer and preventing IAB UEF to declare RLF.

--- over-the-air synchronization ---
Observation 4.1: TA-based OTA synchronization can support multi-hop IAB network (4~5 hops) for mmw bands. TA-based OTA synchronization is not sufficient to support multiple hops in lower bands.
Proposal 4.1: To tighten the OTA timing error, especially in lower bands, RAN1 should consider the following solutions:
· Using wider band signals (UL and DL) to achieve more accurate timing estimation 
· Enhancing TA, e.g. by reducing its granularity and increasing the number of bits
Proposal 4.2: IAB TR should mention TA-based OTA synchronization can support up to [5] hops in MMW bands. 
Proposal 4.3: IAB network should use other synchronization techniques, such as GNSS and PTP, along with OTA techniques to achieve tight network synchronization. 
Proposal 4.4: it should be further studied how timing adjustment of an IAB-node (following OTA synchronization) impacts the operation of its child IAB-nodes and UEs. 

--- multi-hop timing alignment ---
Proposal 5.1: the timing alignment case 1 (where slot boundaries across multi-hop IAB network are aligned) is adopted as the baseline. 
· The other cases that allow simultaneous transmissions and/or receptions over two adjacent hops should also be supported.
· It is left to network, which case to select. 

--- resource allocation and coordination ---
Proposal 6.1: A semi-static resource partitioning shall be supported as a baseline approach, where a set of resources, called schedulable resources, are determined for each IAB-node to schedule its child nodes.
· To support a centralized implementation of the semi-static resource partitioning schemes. New upper-layer (F1-AP) signaling is needed to indicate the required reports for selecting schedulable resources and provide the selected resources. 
· Exact signaling format is out of RAN1 scope. 
· The granularity for schedulable resource pattern shall be configurable.
· A schedulable resource pattern for an IAB-node can be associated with only a subset of its child links.
· Interaction between schedulable resource pattern and the resource allocation (e.g. RRC-configured resources) shall be further studied, including e.g. conflict resolution rules.
Proposal 6.2: A dynamic coordination approach shall be supported with potentially using enhanced slot format indication framework.

--- cross-link interference ---
Observation 7.1: in a homogenous IAB network, the worst-case SINR (due to BH-to-BH interference) is sufficiently high: >20dB at 10% and >30dB at 50%.
Observation 7.2: IAB CLI scenarios are very similar to cross-link (in flexible TDD) and inter-cell interference scenarios in the access network.  
Proposal 7.1: IAB CLI study should be unified with other CLI scenarios and worked out in the CLI WI.

--- power control ---
Proposal 8.1: the power of the concurrent access and backhaul links (multiplexed in frequency or spatial)
· should be controlled semi-statically – at least for the transmissions that cannot dynamically change the power (like DL RS for RRM, periodic CSI-RS)
· can be determined dynamically for the remaining transmissions. 
· FFS: enhancements to allow more efficient SDM/FDM of the access and backhaul links.
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Appendix: Simulation Assumptions 
Simulation assumptions are based on the evaluation assumptions for the homogenous IAB scenario in TR 38.874 (A.1). We further assume the following:
· Carrier frequency: 30 GHz
· Bandwidth: 400 MHz
· Antenna configuration of IAB-nodes: {M,N,P} = {16,8,1} with horizontal polarization.
· Beamforming codebook: 33 CPO beams covering 120 degrees in azimuth (11 beams) and 30 degrees in elevation around the horizon (3 beams)
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