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1. Introduction

In RAN1 #92b and #93 [1,2], a basic set of system level simulation assumptions for NOMA was agreed. In this contribution, we provide our views on the system level simulator methodology in mMTC scenario. 
2. System level simulator methodology
The last two RAN1 meetings have focused more on the simulation assumptions and methodology of the system level simulator. Although several parameters are well defined, there are many options that have been left up to companies to define which can affect the results comparison. In this section, we describe the methodology used in our system level simulator. 
Traffic model
In RAN1 #92b, regarding mMTC traffic model, it was agreed that:
Agreements:
· The traffic model below is used for NOMA evaluations in mMTC scenario:
· Packet arrival per UE: Poisson arrival with arrival rate λ;
· Packet size: 20~200 bytes Pareto + higher layer protocol overhead of [29] bytes, as defined in TR 45.820 to be the starting point
· Other packet sizes are not precluded.

For mMTC, size of each packet is randomly generated according to a Pareto distribution (Figure 1). One issue that remains unclear is whether queueing is assumed in the traffic model. 
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Figure 1 Distribution of packet sizes according to Pareto distribution
Preliminary NOMA system level simulation assumptions [3] made use of the FTP model 3 traffic model. There are three distinct features of the FTP model 3: Poisson packet arrival, fixed packet size, and queueing. From the current agreement, it is not clear if queueing is a part of the traffic model for mMTC. With a limited number of UEs dropped in the deployment, queueing affects the performance of the simulator. As the packet arrival rates increase, UEs are active for longer periods of time in the simulator because whenever a UE finishes transmitting a packet it has another one immediately waiting in the queue for transmission. Without queueing, when a UE finishes transmitting, it goes back to inactive and waits until another packet arrives. The interference is therefore greater when queueing is enabled.
Segmentation
Another parameter left up to companies is how to segment packets, which is related to the NOMA spreading factor. Given that the bandwidth is constrained to 6 RBs per TTI, the spreading factor used in NOMA schemes determines how many TTIs are required. Packets which cannot fit within the 6 RBs in a single TTI with a given spreading factor must therefore be transmitted over several TTIs. The choice of spreading factor is left up to each company. The performance is affected because different spreading factors provide different multiplexing gains in NOMA. With larger spreading factors, more segments are required but more UEs can be simultaneously multiplexed in the same TTI. With smaller spreading factors, there is less interference in the system because UEs are using fewer TTIs to transmit their packets. However, in this case only few UEs can be multiplexed. 
There are different ways to implement segmentation in the simulator. It can be viewed as a form of link adaptation where each user can segment its packet differently depending on SINR. The spreading factor effectively determines the coding rate. For example, a cell edge user with low SINR requires a low code rate and therefore many segments whereas a user near a cell with high SINR could use a higher code rate thus reducing the number of segments. However, based on the current link level assumptions, users multiplexed together have always been assumed to be using the same TBS and it is unclear how NOMA performs with heterogeneous TBS multiplexing. In our simulator, we choose a straightforward method where all users segment their packets in 10 bytes chunk to achieve a high multiplexing gain. 
Proposal 1 – Details of segmentation, such as size and heterogeneous TBS should be further discussed and aligned.

HARQ
Another aspect left to the discretion of companies is the number of HARQ retransmissions. Last meeting, there were two different options agreed:
Agreements:
· For SLS in mMTC and eMBB, the packet drop rate (PDR) is defined as (the number of packets in outage) / (the number of packets generated), where a packet is in outage if this packet failed to be successfully decoded by the receiver beyond
·  “packet dropping timer”, or
· The packet dropping timer can be set to 1 second as the starting point.
· “maximum number of HARQ transmission(s)”
· 1 and 8 as starting point
· The HARQ timing is FFS

With a packet dropping timer, the UE is free to retransmit for the duration of the timer. This may cause a lot of interference in the system since UEs are active for long periods of time especially when a UE has poor SINR and requires many retransmissions. The other option is to impose a limit on the number of HARQ retransmissions. The limit may prematurely cause a packet to be dropped if the UE doesn’t have enough retransmission attempts even when no one else is transmitting. In our simulator, we limit the number of retransmissions to 8 and use Chase combining.
Link-to-system mapping
The link-to-system mapping is one aspect of the simulator methodology that heavily dictates the system level performance. In its current form, BLER curves in AWGN channels are used to map the observed system level SINR to a corresponding BLER. However, from link level evaluation, NOMA multiplexing gain is much better in fading scenarios as noted in our companion contribution [4]. By using the AWGN BLER performance curves for the mapping, it fails to capture the frequency diversity that is integral for NOMA operation. It is one aspect of the system level simulator methodology that requires further study to ensure the reported performance is accurate. 
Proposal 2 – Link-to-system mapping should be further discussed and clarified.

3. Simulation results
In this section, we provide simulation results for IDMA with CP-OFDM in the mMTC use case scenario with 20 single antenna UEs per sector. ESE receiver is used with 2 antennas at gNB. Packets are randomly generated and the higher layer overhead of 29 bytes is added. Packets are then segmented into 10 bytes chunk and a CRC is appended per segment. UEs have up to 8 HARQ retransmissions with Chase combining to complete their upload. If the packet still fails to be transmitted, it is counted as a packet dropped. In Figure 2 we provide simulation results with different limits on the levels of packets queued: full queueing, no queueing, and limiting number of queued packets to 4.
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Figure 2 PDR with different queueing assumptions
The simulation results vary depending on the assumption for queueing. When no queueing is enabled, the PDR is lower. As discussed before, without queueing there is less interference because UEs finish transmitting their packets and wait until a new packet arrives. Moreover, for a given NOMA spreading factor, the BLER is better due to having only fewer active UEs to multiplex. In contrast, with queueing and high arrival rates, UEs are constantly active because they always have a packet to transmit in the queue whenever the current transmission ends. This leads to a higher PDR. 
4. Conclusions
In this contribution, we presented some details related to system level simulation results of IDMA in mMTC scenario. Based on the discussion, the following proposals are made,
Proposal 1 – Details of segmentation, such as size and heterogeneous TBS should be further discussed and aligned.
Proposal 2 – Link-to-system mapping should be further discussed and clarified.
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Appendix

	Parameters
	mMTC

	Layout
	Single layer - Macro layer: Hex. Grid

	Inter-BS distance
	1732 m 

	Carrier frequency
	700 MHz

	Simulation bandwidth
	6 PRBs

	Number of UEs per cell
	20

	Channel model
	UMa in TR 38.901

	UE Tx power
	Max 23 dBm

	BS antenna configurations
	2 Rx for 700 MHz;
2 ports: (M, N, P, Mg, Ng) = (10, 1, 2, 1, 1), 2 TXRU;
dH = dV = 0.5λ;
BS antenna downtilt: 92 degrees

	BS antenna height
	25 m

	BS antenna element gain + connector loss
	8 dBi, including 3 dB cable loss

	BS receiver noise figure
	5 dB

	UE antenna configuration
	1Tx as starting point

	UE antenna height
	Follow the modelling of TR 38.901

	UE antenna gain
	0 dBi as starting point

	UE distribution
	For mMTC: 
20% of users are outdoors (3 km/h), 80% of users are indoor (3 km/h)
Users dropped uniformly in entire cell

	UE power control
	Open loop PC, P0 = -90 dBm, alpha = 1.

	HARQ/repetition
	8

	Channel estimation
	Ideal

	BS receiver
	ESE

	Packet dropping criterion
	8 maximum number of HARQ transmissions
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