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1	Introduction
During RAN plenary #75, a study item on non-orthogonal multiple access (NOMA) schemes for NR was approved [1] that was subsequently updated in [2]. NOMA schemes show promising benefits over conventional orthogonal multiple access technique. Among the proposed NOMA schemes, the base station receiver complexity and technical requirements are different. The achievable gain under realistic receiver implementation would be more valid for further evaluating non-orthogonal multiple access schemes. In this contribution, we discuss metrics for complexity analysis of different receivers, we propose two baseline receivers for further evaluation, an MMSE-based hard IC receiver and an ESE-base soft IC receiver. We analyze the complexity of an MMSE based hard IC receiver.
In RAN1#93 [3], the following agreement was reached:
Agreements:
· In performing performance evaluation, companies should provide analsysis of receiver complexity. Particularlly (with details FFS):
· Detector complexity 
· Decoding complexity
· Interference cancellation complexity, if any
· Number of iteration(s), if any
· Other receiver optimization, if any
· Complexity for the preamble/DMRS detection
· Memory requirements
· Latency
· FFS which simulation cases to be selected for evaluation
· Discuss further next meeting potential template capturing the complexity analysis, especially regarding the level of details in the analysis

In RAN1#92bis [4], the following agreement was reached:
Agreements: 
Adopt Figure 1 as the general block diagram of multi-user receiver for UL data transmissions.
· The algorithms for the detector block (for data) can be e.g. MMSE, MF, ESE, MAP, MPA, EPA. 
· The interference cancellation can be hard, soft, or hybrid, and can be implemented in serial, parallel, or hybrid.
· Note: the IC block may consist of an input of the received signal for some types of IC implementations
· The interference cancellation block may or may not be used. 
· Note: if not used, an input of interferene estimation to the decoder may be required for some cases.
· The input to interference cancellation may come directly from the Detector for some cases
[image: ]
Figure 1 A high-level block diagram of multi-user receiver

Furthermore, in RAN1#92 [5], the following agreement was reached:Agreements:
· Adopt the following table as the metrics for NOMA study from link level point of view.
· More metrics may be added in the future

Performance metrics 
BLER vs. per UE SNR at a given pair of {per UE SE, # of UEs}  
Sum throughput v.s. SNR at given BLER level, for a given pair of {per UE SE, # of UEs}
MCL 

Implementation related metrics
PAPR/cubic metric
Rx complexity and processing latency
FFS:  Configuration/Scheduling flexibility



In section 2, we discuss the receiver complexity metrics. In section 3, we propose two baseline receivers; MMSE-based hard IC receiver and ESE-based soft IC receiver, and apply the receiver complexity metrics to the MMSE-based hard IC receiver.
[bookmark: OLE_LINK15][bookmark: OLE_LINK16]2	Receiver complexity metrics 
The implementation complexity of a receiver depends on a variety of factors that range from the underlying hardware process or software implementation to the computation complexity of the algorithm and associated architecture. To abstract this analysis to a level that is easily quantifiable, within the scope of this document, and sufficiently accurate to be able to compare different types of receivers, we focus on the architecture and algorithmic aspects of each scheme. On the algorithm side, we look at the number of operations (e.g. additions, multiplications, comparisons, look-up-table) required for each functional block. For iterative algorithms, we also look at the number of times each block needs to execute to achieve a target performance level, and the number of users processed during each iteration. On the architecture side, we look at the memory aspects and the need to buffer data for a certain time for the receiver to function correctly.
The overall computational complexity is the weighted sum of the operations required to the execute the receiver, taking into account the number of iterations, and number of users processed per iteration. The weighted sum is performed according to the following [6]:
· Multiplications and additions are of equivalent complexity.
· Comparisons are twice the complexity of additions
· Look-up-tables and memory access are six-times the complexity of additions.
Another receiver metric is the latency of the receiver. The latency of the receiver depends on:
· The underlying hardware process (e.g. clock frequency), which is beyond the scope of this document,
· The receiver architecture, for example parallel architectures, while consuming more hardware resources, have a lower latency, than sequential architectures. This is an implementation choice, and is too beyond the scope of this document.
· The overall computation complexity of the algorithm in terms of number of operations, which is a function of the computational complexity of each functional block, and the number of iterations.
The overall receiver computational complexity determines the number of operations needed to execute the receive algorithm, with more parallelism, operations can be executed in parallel to reduce the latency. Hence, at a constant receiver size, the overall receiver computational complexity can be used as a metric indicative of the latency. It should be noted, that this is a somewhat simplified and approximate view, as there can be dependencies between the operations which limits the amount of parallelism, furthermore memory transactions can slow down the processing. 
Observation 1: The choice of receiver architecture influences the size and latency of the receiver.
Observation 2: Latency of the receiver depends on the computational complexity of each block, and the number of iterations.
Proposal 1: The overall computational complexity is a good indication of the latency at a constant receiver size. 
As agreed in RAN1#92-bis, the receiver has three basic blocks:
· Detector. This can be a single user or a multi-user detector capable of multi-user separation.
· Decoder. This is the LDPC decoder, which can be a propagation belief (BP) decoder, a min-sum decoder.
· Interference cancellation. This includes the re-encoding of the decoded data, the signal reconstruction using the channel estimates, as well as the subtraction of the reconstructed signal from the received signal.
· DMRS/preamble processing. This includes user detection and channel estimation.
The complexity of each block includes:
· Computation complexity, i.e. number of operations for a single execution of the block
· Memory requirements.
In addition to the computation complexity of each block, the number of iterations, as well as the number of users processed during each iteration determines how many times each block executes and hence determines the total number of operations.
The proposed computation complexity matrix is shown in Table 1.
Observation 3: The overall computation complexity depends on the complexity of each functional block of the receiver, the number of iterations and number of users processed per iteration.
Proposal 2: For computational complexity analysis of the receiver for different NOMA schemes use Table 1.
[bookmark: _Ref521333113]Table 1: Computation complexity matrix.
	
	NOMA Reception Scheme 1
	NOMA Reception Scheme 2

	Detector CC*
	
	

	Detector Memory 
	
	

	Decoder CC*
	
	

	Decoder Memory
	
	

	IC CC*
	
	

	IC Memory
	
	

	DMRS/Preamble*** CC*
	
	

	DMRS/Preamble*** Memory
	
	

	Number of Iterations**
	
	

	Overall Complexity
	
	



*CC: Computational complexity in number of operations per execution of each block. If the computation complexity changes between iterations, as the processed user count changes, an average value is used.
**Number of Iterations: Average number of iterations per user to achieve target BLER
***DMRS/Preamble: This includes user detection and channel estimation 
Overall complexity: Total computation complexity, taking into account number of iterations and number of users per iteration.
The receiver complexity depends on system parameters such as the number of users, the number of receiver antennas, the transport block size, and the number of iterations, the number of users processed per iteration at a target BLER and with a specific channel model. We propose that the computation complexity is calculated according to the parameters in Table 2.
Proposal 3: Use parameters in Table 2 for computation complexity evaluation assuming eMBB user.
[bookmark: _Ref521339924]Table 2: NOMA system parameters for computational complexity evaluation.
	[bookmark: _Hlk521340188]Number of UEs
	Number of Rx ports
	TBS
	Target BLER
	Channel Model

	12
	4
	20
	10%
	TDL-C 300ns





3 Baseline Receiver Architectures Complexity
For evaluating the performance of different NOMA algorithms, we propose the following receiver architectures:
· MMSE-based Hard IC receiver
· ESE-based soft IC receiver
3.1 MMSE-based Hard IC Receiver
Figure 1 shows a block diagram of an MMSE-based Hard IC receiver. Let the received signal be expressed by:

Where, .  is the channel estimate of user k, and  is the spreading code of user k. During the first iteration, the recovered signal  is 0, and the residual signal . The output of the joint MMSE equalizer is given by:

[bookmark: _GoBack]The output of the equalizer is decoded, and the CRC of the decoded data is checked for each user. Users with a passing CRC, will have their signal reconstructed. Signal reconstructions involves:
1. Re-encoding the decoded data
2. Applying the channel estimate to the re-encoded data to get an estimate of that user’s signal at the input to the receiver.
The recovered signal of users decoded correctly is subtracted from the received signal. This residual signal is used to receive the remaining users.


[bookmark: _Ref510620655]Figure 1: MMES-based Hard IC Receiver.
Proposal 4: For NOMA evaluation consider an MMES-based Hard IC receiver.
3.2 ESE-based Soft IC Receiver
Figure 2 shows the block diagram of an ESE-based soft IC receiver. The elementary signal estimator (ESE) [7] estimates the LLR of each UE by assuming other UEs as AWGN using their prior LLR signal estimates. Extrinsic information can be obtained at the output of the despreader or as the soft output of the Turbo decoder. By excluding the decoder from the feedback loop, latency is improved.


[bookmark: _Ref510625097]Figure 2: ESE-based Soft IC Receiver.
Proposal 5: For NOMA evaluation consider an ESE-based Soft IC receiver.
3.3	Computational complexity of MMSE-based Hard IC Receiver
In this section we analyze the computation complexity of an MMSE-based hard IC receiver.
3.3.1	Computation Complexity of detector
The equation of the detector is:

A is a matrix with size . Where,  is the number of receive antennas.  is the spreading factor and K is the number of users.  is the number of symbols and  is the number of subcarriers allocated to the NOMA users. An example for the calculation of number of complex operations is given by Table 3.

[bookmark: _Ref521417530]Table 3: Computational complexity of MMSE detector.
	Function
	Complex Operations

	
	

	
	

	
	 

	Total
	



3.3.2	Computation Complexity of decoder
The computation complexity of the LDPC decoder is given by Table 4 [8]. Where, N is the code length, M is the number of parity bits, dv is the average variable degree of LDPC parity check matrix (PCM), dc is the average check degree of LDPC PCM.
[bookmark: _Ref521418296]Table 4: LDPC decoder computation complexity.
	
	LDPC (Sum-Product) [9]
	LDPC (min-sum) [9]

	Additions
	Imax*(2*N*dv + M*(2*dc-1))
	Imax*(2*N*dv + 2M)

	MAX process/ Comparison
	NA
	Imax* (2*dc-1)*M

	Look-up-table operations
	Imax*M*dc
	NA



3.3.3	Interference Cancellation
Interference cancellation involves three steps, as shown in Figure 3:
· Reencoding the decoded signal, rate matching and scrambling. This is done at the bit level, in a typical hardware implementation, the processing complexity of this processing is quite small and we will ignore the computational complexity of this part.
· Modulation, spreading and signal reconstruction. We assume a look up table for the modulator, and a complex multiple for spreading and another complex multiple for signal reconstruction.
· Interference subtraction. This involves memory read of the received signal and subtraction of the reconstructed signal and writing back the signal to memory.



[bookmark: _Ref521423077]Figure 3: Interference Cancellation

Table 5: Interference Cancellation computational complexity
	Operation
	Complex Multiplication or Addition
	Look-up-table or memory access

	Modulation and signal reconstruction per UE per iteration
	
	 (modulation)
 (channel estimates)

	Interference subtraction per UE iteration
	
	 (Rx data read/write)



3.3.4	Memory Aspects
While a detailed memory analysis is beyond the scope of this document. We can identify key buffers that are need for proper operation of the receiver:
· The received signal needs to be buffered to be used later for interference cancellation and subsequent decodes. The amount of data that is buffered depends on the number of resource elements per transmission and number of receive antennas (, and the number of transmissions that need to be buffered . Where  depends on the latency and pipelining within the architecture. For this analysis, we assume , i.e. double buffering.
· Channel estimates need to be buffered for subsequent use in signal reconstruction mad later decodes. The total memory per UE for channel estimates is given by .
For MMSE-based hard IC receiver with K UEs, the memory required to store the received data and channel estimates is   complex value, where a complex value can be a 16-bit real quality and a 16-bit imaginary quantity.
3.3.5	Number of iterations and number of user per iteration
The number of iterations and number of users per iteration determine the overall performance of the receier. As the number of iterations in the receiver increases performance improves until we get to the point of deminsing return as shown in Figure 4 and Figure 5. Most of the gain is captured when going from 1 to 2 iterations, beyond 3 iterations there is little gain. For complexity analysis it is reasonable to assume 3 iterations for the MMSE-based hard IC receiver.

[image: ]
[bookmark: _Ref521478212][bookmark: _Hlk521607697]Figure 4: NOCA BLER-SNR performance with different number of iterations for an MMSE-based Hard IC receiver with 6 users.
[image: ]
[bookmark: _Ref521607756]Figure 5: NOCA BLER-SNR performance with different number of iterations for an MMSE-based Hard IC receiver with 12 users.

During the first iteration all users are processed, even though it is also possible to have a scheme where only a subset of users are processed during the first iteration, let’s say the K1 users with the strongest power. During subsequent iterations the number of users processed is reduced as users that are successfully decoded in pervious iterations are not processed any more. Figure 6 shows the average number of users per iteration, this depends on the signal-to-noise ratio. If we assume the SNR is -10 dB, which is around the 10% BLER point from Figure 5. During the first iteration all 12 users are processed. During the second iteration the number of users processed drops to about 2.2 users on average and about 1 user on average during the third iteration. Using the number of iterations and the average number of users per iteration, we can compute the computation complexity of the receiver processing.
[image: ]
[bookmark: _Ref521607974]Figure 6: Average number of users per iteration.
[bookmark: OLE_LINK9][bookmark: OLE_LINK10]3	Conclusion
[bookmark: OLE_LINK43][bookmark: OLE_LINK44][bookmark: OLE_LINK34][bookmark: OLE_LINK35]We have the following observations and proposals on UL NOMA receiver:
Observation 1: The choice of receiver architecture influences the size and latency of the receiver.
Observation 2: Latency of the receiver depends on the computational complexity of each block, and the number of iterations.
Proposal 1: The overall computational complexity is a good indication of the latency at a constant receiver size. 
Observation 3: The overall computation complexity depends on the complexity of each functional block of the receiver, the number of iterations and number of users processed per iteration.
Proposal 2: For computational complexity analysis of the receiver for different NOMA schemes use Table 1.
Proposal 3: Use parameters in Table 2 for computation complexity evaluation assuming eMBB user.
Proposal 4: For NOMA evaluation consider an MMES-based Hard IC receiver.
Proposal 5: For NOMA evaluation consider an ESE-based Soft IC receiver.
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