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1 Introduction
A new SI for NR Rel-16 has been approved at RAN#80 regarding mechanisms for mitigating remote base station to base station interference in TDD systems. The SID [1] specifies the following objectives for the study:
Objectives for studying possible mechanisms for mitigating the impact of remote base station interference in unpaired spectrum focusing on synchronized macro cells with semi-static DL/UL configuration in co-channel include:
1. Study mechanisms for improving network robustness and addressing strong remote base station interference, including potential UE side’s enhancement [RAN1]
1. Study mechanisms for identifying which gNB(s)generate strong remote interference, including the following aspects:
0. Potential Reference signal design for gNB to identify that it creates strong inter-gNB interference to some victim gNB[RAN1]
0. Existing reference signals are starting points of discussion.
0. Mechanism for gNB to start and terminate the transmission/detection of the reference signal(s) [RAN1, RAN3]
1. Study the potential additional coordination among gNBs for mitigating remote interference [RAN3] 


This contribution discusses characteristics of remote interference, its impact on UL signals and mechanisms for improving network robustness in the presence of it. 
2 Characteristics of remote base station interference
In TDD frame structures for operation on unpaired spectrum, a guard period (GP) is typically applied in-between DL and UL transmission regions in order to minimize the possibility of DL and UL interfering, taking into account propagation delays. The GP must be sufficiently large to allow a UE to receive a (time-delayed) DL grant scheduling the UL and transmit the UL signal with proper timing advance (compensating for the propagation delay) such that it is received in the UL part of the slot at the gNB. Thus, the GP should be larger than two times the propagation time towards a UE at the cell edge, otherwise, the UL and DL signals in the cell will interfere. Because of this, the GP is typically chosen to depend on the cell size such that larger cells (i.e. larger inter-site distances) have a larger GP and vice versa.
The GP is also used to reduce DL-to-UL interference between gNBs by allowing a certain propagation delay between cells without having the DL transmission of a first gNB enter the UL region of a second gNB. In a typical macro network, the DL transmission power can be on the order of 20 dB larger than the UL transmission power. Hence, if the UL is interfered by the DL of other cells, the UL performance can be seriously degraded. Because of the large transmit power discrepancy between UL and DL, cross-link interference can be detrimental to system performance not only for the co-channel case but also for the adjacent channel case. Because of this, TDD macro networks are typically operated in a synchronized fashion where the symbol timing is aligned and a semi-static TDD UL/DL pattern is used which is the same for all the cells in the NW. Typically, operators with adjacent TDD carriers on the same band also synchronize their TDD UL/DL patterns to avoid adjacent channel cross-link interference.
In regular atmospheric conditions, the signal attenuation as a function of distance in the cellular bands is rather predictable and the signal decays relatively rapidly, allowing for good isolation between cells in the network. However, in certain weather conditions and in certain regions of the world a "ducting” phenomenon can happen in the lower atmosphere (the troposphere). The ducting can occur when a so-called inversion layer is formed in the atmosphere, wherein the refractive index as a function of height has a negative slope (i.e. the refractive index decreases with increasing height, instead of increasing as under normal conditions). This is typically due to that a layer of warm air is “trapped” in-between layers of cooler air, as is illustrated in Figure 1. Thus, the appearance of the duct is dependent on for example temperature and humidity and when it appears it can “channel” the signal to help it propagate a significantly longer distance than if the duct was not present. That is, atmospheric ducts can trap the propagating signals in the ducting layer, instead of radiating out in space. Thus, most of the signal energy propagates in ducting layer, which acts as a wave guide. Therefore, trapped signals can propagate through beyond-line-of-sight distances with relatively low path loss, sometimes even lower than in line-of-sight propagation.
[image: http://www.angelfire.com/sc/scannerpost/images/duct.jpg]
[bookmark: _Ref521518381]Figure 1: Illustration of tropospheric ducting propagation

When a ducting event occurs, the GP duration determined for operation under normal atmospheric conditions is typically too short due to that DL transmissions from remote gNBs which were previously heavily attenuated now can be heard over long distances. This also implies that the many interference sources, with a wide range of propagation delays, may contribute to the total accumulated interference level. As path loss still increases with propagation delay even under ducting conditions, more interfering signals will typically hit the initial UL symbols after the GP compared to the later UL symbols in the slot. That is, the remote interference can be characterized by a decaying power-delay profile, as is illustrated in Figure 2.


[bookmark: _Ref521521806]Figure 2: Illustration of decaying power-delay profile of remote interference

In order to design appropriate RIM mitigation mechanism, though, it is of essence to further characterize the remote interference which occurs due to ducting events in order to do a proper design of reference signals (and potential backhaul signaling).
Therefore, we think that RAN1 should strive for agreeing on a set of characteristics of a remote interference episode that the RIM mitigation mechanisms considered in this SI should be able to handle. At least the following aspects should be clarified in our view:
1. What is the typical number of aggressor gNB interferes simultaneously received by a victim gNB, and what is the typical level of IoT degradation?
2. What is the typical distance range of remote interference?
3. What is the typical time scale of a ducting event?

[bookmark: _Toc521667389]Decide on a characteristic remote interference scenario which the RIM mechanism considered in the SI should handle, including typical number of aggressor gNBs simultaneously received by a victim, typical propagation delays of remote interference and time scale of a ducting event
[bookmark: _Ref178064866]3	Impact of remote interference on system performance
What is of interest to evaluate or assess is the impact of remote interference due to ducting on the end network performance, and how potential RIM mitigation schemes can improve the performance. The top priority for RIM mitigation should be to assure that some basic level of network connectivity is available even during a ducting event, so that e.g. initial access and mobility/handover procedures as well as uplink control signalling can function, even if the data channels experience significant degradation. The secondary priority could be to assure a certain data channel throughput as well.
In order to asses such system level impact, the decoding performance and link budgets of the different UL physical channels and signals could be analysed to see where the bottleneck is. That is, one should first analyse how large the impact is and if proper configuration and mapping of the physical channels can provide robustness, as the NR frame structure is quite flexible.
In NR, semi-static TDD UL/DL patterns can be configured almost arbitrarily by means of first configuring a TDD periodicity of X ms (up to 10ms), within this TDD periodicity the gNB configures the number of DL in the beginning part of TDD periodicity as well as the number of UL slots at the end of the TDD periodicity. In addition, the number of DL symbols following the last DL slot and the number of UL symbols preceding the first UL slot can be arbitrarily configured, thus allowing basically any configuration of GP size (including leaving entire slots as “flexible” to be included in the GP). It is also possible to concatenate two TDD periodicities.
The most coverage-limited channel is likely PUSCH carrying UL-SCH, so naturally, PUSCH detection may be degraded the worst. However, PUCCH detection may also be impacted, implying that UCI containing HARQ-ACK may be misdetected which also impacts PDSCH performance. Further, if PRACH and Msg3 PUSCH is impacted, initial cell association as well as handover procedures may be degraded.
[bookmark: _Toc521667390]Analyze how well proposed RIM mitigation schemes can assure basic network connectivity, which may require analysis of the impact of remote interference on UL physical channels, including PUSCH, PUCCH and PRACH, taking into account robust configuration opportunities offered by the flexible NR frame structure
4	RIM mitigation mechanisms
In our understanding, RIM mitigation mechanisms can be either semi-static or adaptive and adaptive solutions can be either centralized, distributed or localized. For instance, a simple (semi-)static solution is to always use a sufficiently large GP even when remote interference from ducting is not present, at least in geographical areas which may be prone to ducting. While using too conservative GP reduces the amount of DL resources available, which in turn negatively impact DL capacity (when the NW is highly loaded) when ducting is not present, the NW is inherently robust against remote interference and UL availability is assured without requiring any dynamic coordination or adaptive RIM mechanism. Another option is to configure a semi-static TDD pattern with longer periodicity and longer UL period, using for instance two consecutive UL slots. This assures that even if remote interference makes the first slot unusable, it is likely that traffic can still get through in the second UL slot. The victim gNB could then locally determine that remote interference is present and “blank” UL symbols to increase the effective GP, instead of convincing aggressor gNBs to blank their DL symbols. Thus, lower complexity semi-static and localized RIM mitigation mechanism should also be considered in the SI and not only adaptive and distributed ones. In addition, centralized OAM-based methods can also be considered. For instance, based on gNB reports of IoT levels or RIM RS detections (as elaborated further in [2]), a centralized OAM-based SON-like algorithm could re-configure the NW appropriately taking into account e.g. different load levels in different cells in the NW (which would be difficult to do with a purely distributed algorithm).
[bookmark: _Toc521667391]Study both adaptive and semi-static RIM mitigation mechanisms
[bookmark: _Toc521667392]Study localized, distributed and centralized RIM mitigation mechanisms
It may be so that the specification impact is actually the same for a (semi-)static and adaptive RIM mitigation mechanisms. Even to enable a static RIM mitigation mechanism based on proper NW planning of antenna heights, downtilts, TX power, GP size, etc…, detection of atmospheric ducting and corresponding measurement reports to OAM is likely needed as input for the network planning. Thus, reference signal transmission/detection mechanisms are likely needed to enable static RIM mitigation mechanisms as well. However, it is not certain that other aspects such as inter-gNB backhaul coordination is required. 
[bookmark: _Toc521667393]Any candidate solution requiring additional specification impact should be compared to what is achievable with minimal spec impact solution 
The solutions to provide robustness in the presence of RIM could for instance be based on time, frequency or spatial domain operations. Perhaps the most straightforward solutions are time-domain based, such as adapting the GP in the aggressor gNB by reducing the number of DL symbols, or, reducing the number of UL symbols at the victim gNB. Depending on the distribution of UL and DL traffic at the different gNBs, the preferred solution may be different. 
Spatial domain solutions can for instance be based on down-tilting the antenna pattern (at either victim, aggressor or both), which will improve cell isolation and reduce the amount of remote interference transmitted and/or received. If the gNB is equipped with an AAS, as is common for NR deployments, more advanced interference suppression schemes utilizing the spatial domain can be envisioned, for instance using nullforming type of precoding or IRC-type of receiver. It is also possible to take remote interference into account already at the NW planning stage, by for instance considering deploying smaller cells (which then can apply larger downtilt) in ducting prone areas or mounting the antennas at a lower height. 
Frequency domain-based solutions could for instance consider blanking some frequency resources in the DL region to assure that some subbands in the UL will not get impacted by remote interference. If CA or DC with multiple UL carriers is used, another solution could be to re-route UL traffic to a different carrier when remote interference is present.
[bookmark: _Toc521667394]Study time, frequency, and spatial domain RIM mitigation mechanisms


Conclusion
This contribution has discussed mechanisms for remote interference mitigation, the following proposals have been made: 
Proposal 1	Decide on a characteristic remote interference scenario which the RIM mechanism considered in the SI should handle, including typical number of aggressor gNBs simultaneously received by a victim, typical propagation delays of remote interference and time scale of a ducting event
Proposal 2	Analyze how well proposed RIM mitigation schemes can assure basic network connectivity, which may require analysis of the impact of remote interference on UL physical channels, including PUSCH, PUCCH and PRACH, taking into account robust configuration opportunities offered by the flexible NR frame structure
Proposal 3	Study both adaptive and semi-static RIM mitigation mechanisms
Proposal 4	Study localized, distributed and centralized RIM mitigation mechanisms
Proposal 5	Any candidate solution requiring additional specification impact should be compared to what is achievable with minimal spec impact solution
Proposal 6	Study time, frequency, and spatial domain RIM mitigation mechanisms
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