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1 Introduction

In the last meeting, following agreements were made regarding on access and backhaul link multiplexing and transmission timing for NR IAB [1].
	Agreements:

· IAB supports TDM, FDM, and SDM between Access and BH links at an IAB node, subject to a half-duplex constraint. Further study the following solutions for the different multiplexing options:

· Mechanisms for orthogonal partitioning of time slots or frequency resources between access and backhaul links across one or multiple hops

· Utilization of different DL/UL slot configurations for access and backhaul links

· DL and UL power control enhancements and timing requirements to allow for intra-panel FDM and SDM of backhaul and access links.

· Interference management including cross-link interference

· Note: the level of required enhancement or optimization for the different options is FFS

Agreements:

· IAB supports TA-based synchronization between IAB nodes, including across multiple backhaul hops

· Enhancements to existing mechanisms can be further studied

· The following cases should be further studied:

· Case 1: DL transmission timing alignment across IAB nodes and donor nodes

· Case 2: DL and UL transmission timing is aligned within an IAB node

· Case 3: DL and UL reception timing is aligned within an IAB node

· Case 4: within an IAB node, when transmitting using case 2 while when receiving using case 3

· Case 5: Case 1 for access link timing and Case 4 for backhaul link timing within an IAB node in different time slots

· Further study the following levels of alignment between IAB nodes/donor nodes or within an IAB node:

· Slot alignment

· Symbol-level alignment

· No alignment

· Further consider the impact of different cases on TDM/FDM/SDM multiplexing of access and backhaul links, cross-link interference, and impact on access UEs


In this contribution, we discuss on multiplexing of access and backhaul links among IAB nodes and DL and UL timing alignment between IAB nodes.

2 Access and backhaul link multiplexing and transmission timing
Figure 1 illustrates an example of NR IAB nodes and access/backhaul links composition. Without coordination/scheduling among these links, data transmission among nodes may not be performed smoothly. In this section, we discuss the necessity and considerations of scheduling/coordination among backhaul/access links, and suggest the proper directions for backhaul/access links scheduling. 
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Figure 1. An example of access and backhaul link composition
2.1 Considerations

In IAB environment, each node has three types of link as shown in Figure 1; backhaul link with parent node, backhaul link with child node, and access link with UE. Also, each link has uplink and downlink. For scheduling/coordination of these links, several aspects need to be considered.
(1) Tx/Rx alignment 
Since a node is based on half-duplex operation, it can only transmit or receive signal from other node(s) and/or UE(s) on one time in a single carrier. Therefore, to utilize multiple links simultaneously from a node perspective, link directions should be aligned to the node only transmits or receives signal. For example, RN(b) in Figure 1 can transmit (or receive) signal from DgNB(a), RN(c), and UE(2), but transmission and reception cannot be supported at once.
Also, to communicate between parent node and child node, the child node should be in reception mode when its parent node transmits backhaul downlink signal and transmits backhaul uplink signal when its parent ode is in reception mode. So, D/U alignment between parent and child node should be considered.

Proposal 1: For simultaneous Tx/Rx links, link directions should be determined to satisfy half-duplex constraints and allow parent(s)-child(s) communication.

(2) Slot boundary alignment

When multiple links are processed simultaneously in RN side, symbol boundary should be treated carefully, or there will be significant deterioration on performance. Let’s assume that access links of different nodes have the same Tx/Rx timing as illustrated in Figure 2. In this case, RN(b) can set backhaul link Tx/Rx timing equal to access link timing. However, in RN(c) side, it transmits UL signal to DgNB with configured TA value and receives DL signal from DgNB with delayed timing. In this case, in RN(c) side, backhaul uplink transmission timing is not aligned to access downlink transmission timing and backhaul downlink reception timing is not aligned to access uplink reception timing. Then, it will cause interference on both access link and backhaul link. Therefore, from a node perspective, at least symbol boundary among multiple links should be aligned.
However, if slot boundary among links are not aligned in a node side, it is hard to multiplex and manage different links even if symbol boundary between links are aligned. As shown in Figure 3, let’s assume that symbol boundary of access link and backhaul link are aligned but slot boundary of access link and backhaul link are different in RN(b) side. In this case, transmission and reception is conflicted in symbol #0, so RN(c) cannot utilize symbol #0 carefully. Therefore, it seems desirable to align slot boundary in addition to symbol boundary among links from a node perspective.
Proposal 2: Slot boundary among simultaneous Tx/Rx links should be aligned in one node.
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Figure 2. An example of Tx and Rx timing misalignment
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Figure 3. An example of slot boundary misalignment
(3) Legacy UE support

According to NR IAB SID [2], support of legacy NR UEs is one of the requirements of this study item. Therefore, IAB node should support both of advanced UE and legacy UE.
Proposal 3: IAB node supports both of advanced and legacy UE.

(4) CLI for UE

A case about CLI is shown as Figure 4. When different UEs access the network from different nodes, they may be configured with different directions on access link on the same time, e.g., UE1 is configured with access downlink from DgNB and UE2 is configured with access uplink from RN1 at the same time. If the distance between UE1 and UE2 is not long enough, then UE2’s transmission is a significant interference for UE1. To reduce CLI among UEs, it seems desirable to align access/backhaul link directions even if they are associated to different nodes.
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Figure 4. An example of CLI for UE
Proposal 4: It is desirable to align access link directions even if they are associated to different nodes.
(5) Independent access link timing on backhaul link switching
In IAB scenario, a UE should have independent access link timing from backhaul timing, that mean switching between different backhaul links should not affect access link timing in UE side, otherwise the UE need to do the synchronization process every time when backhaul link timing is changed, it is not efficient for both node and UE. Figure 5 shows the example of switching in the multi-hop backhaul links, UE1 accesses the network through RN2, and RN2 is connected to DgNB. When the parent node of RN2 is changed to RN1 from DgNB, the timing for scheduled resource in backhaul link may be changed, but access link for UE1 should not be changed to minimize unnecessary hand-over or minimize additional process in both RN2 and UE1 side. Considering backhaul link paths can be changed depending on resource availability, and channel conditions, it is desirable that access link is not affected by backhaul link path changes as long as the serving node is not changed.
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Figure 5. An example of backhaul path switching
Proposal 5: In determining timing for backhaul and access links, it is necessary to consider potential impacts of dynamic path change in backhaul link on access link performance. It seems desirable that timing of access link is not changed even if backhaul link path may change.  

2.2 Access and backhaul link timing and multiplexing

Based on above considerations, we discuss three scheduling options for NR IAB. 

· Option A. Simultaneous transmission of access and backhaul link
At first, we considered a method to utilize all access link and backhaul link simultaneously in a node side, while considering (1), (2), and (3) in Section 2.1. 

In this option, a node can transmit following three types of links simultaneously.

· Backhaul uplink to parent node(s)
· Backhaul downlink to child node(s)
· Access downlink to UEs
Also, a node can receive three types of links simultaneously.
· Backhaul downlink from parent node(s)
· Backhaul uplink from child node(s)
· Access uplink from UEs
To make all links work without time division, link direction needs to be coordinated among nodes. So, in this option, links for the same hop count have the same link direction, and the direction is reversed for nodes in the next hop count. Then, in the next time, link direction is reversed so Tx/Rx is switched in a node side.
An example of Tx/Rx timing relationship among links and slot format for each link reflecting propagation delay is depicted in Figure 6, where P_xy means the propagation delay between node(x) and node(y). 

In case of RN(b), BH(ab) (backhaul link between DgNB(a) and RN(b)) downlink is arrived with P_ab propagation delay compared to DgNB(a) Tx timing, and BH_ab UL should be transmitted P_ab in advance than DgNB(a) Rx timing. Then, uplink transmission for AC(b) and BH(bc) can be performed during RN(b) receives BH(ab) downlink with aligned slot boundary.
To support legacy NR UEs, boundary of a slot or multiple slots needs to be started from downlink symbol and ends at uplink symbol. Therefore, in the example in Figure 6, slot boundary starts at the starting point of Tx (downlink of access link and backhaul link with child node) and ends at ending point of Rx (uplink of access link and backhaul link with child node). In this case, slot boundaries are aligned among links of a node, but slot boundary among different nodes are not aligned.
In this option, a node has one TX timing and one Rx timing and Tx/Rx timing for all links are aligned.
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Figure 6. IAB scheduling option A
· Option B. TDM between access and backhaul link
Option A has benefit in terms of efficient resource utilization, but also have some drawbacks. One is that access link timing has dependency on backhaul link timing. If parent node of a RN is changed, backhaul link Tx/Rx timing with the parent node also be changed. Also, this option also has CLI issue for a UE since access link direction can be different between two UEs connected to different nodes.

Considering above aspects, Option B which divides access and backhaul link timing can be discussed. In this option, access and backhaul links are TDMed, so links are TDMed as follows.

· Time duration 1: Access downlink to UEs
· Time duration 2: Backhaul downlink from parent node(s) and backhaul uplink from child node(s)
· Time duration 3: Backhaul uplink to parent node(s) and backhaul downlink to child node(s)
· Time duration 4: Access uplink from UEs
In this option, Rx of backhaul link and Tx of backhaul link is performed in Time duration 2 and 3 respectively, and Time duration 2 and 3 can be switched. 
An example of Option B is illustrated in Figure 7. If this option is applied, link direction of all access links are aligned since backhaul links are not used during access links are used. Therefore, CLI issue for a UE can be reduced. In case of backhaul link, link direction depends on the hop count.
If this option is applied, all access links can be synchronized absolutely, so all nodes have the same Tx/Rx timing for access link. Then, access link can have independent Tx/Rx timing on backhaul link timing. But, backhaul links of different nodes still have different Tx/Rx timing since it is for the communication between nodes and there exist propagation delay. 
In this case, starting point of access downlink can be starting of slot/multiple slots boundary and ending point of access uplink can be ending of slot/multiple slots boundary. In Figure 7, boundary of 2 slots are started from access downlink and ended at access uplink. Then, from a UE perspective, time duration for backhaul link support is configured as flexible symbols, so legacy UE also can be supported without problem.
In this option, a node has four different timings, Tx timing for access link, Rx timing for access link, Tx timing for backhaul link, and Rx timing for backhaul link.
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Figure 7. IAB scheduling option B
· Option C. TDM between gNB function and UE function
Backhaul link Tx/Rx timing for above two options is determined based on backhaul link Tx/Rx timing of parent node. Therefore, it parent node of a node is changed, its backhaul link Tx/Rx timing also be changed and it triggers effect to its child node sequentially.

To eliminate timing dependency among links, we can consider Option C. In this option, from a node perspective, links for gNB function and links for UE function are TDMed. A node has two functions which are gNB function and UE function. gNB function is to support and communicate with UEs and child nodes, and UE function is to connect and communicate with parent node. Therefore, backhaul link with parent node is related to UE function, and backhaul link with child node and access link are related to gNB function. To efficiently multiplex, one example of TDM between gNB function and UE function is to operate TDM between even numbered hops and odd numbered hops. Then, links are TDMed as follows.
· Time duration 1: Access/Backhaul downlink for IAB nodes with odd numbered hops
· Time duration 2: Access/Backhaul uplink for IAB nodes with odd numbered hops

· Time duration 3: Access/Backhaul downlink for IAB nodes with even numbered hops (+ access downlink of DgNB)

· Time duration 4: Access/Backhaul uplink for IAB nodes with even numbered hops (+ access downlink of DgNB)

The main purpose of this option is to make independent Tx/Rx timing among links. In terms of DgNB, it does not have backhaul link with parent node. Therefore, during time duration for UE function, access link of DgNB can be utilized since it does not need to care about backhaul link timing.
A detailed example of timing relationship between links are illustrated in Figure 8. Since a node does not transmit/receive backhaul link with parent node and child node simultaneously, those timing of these two links do not need to be correlated. Therefore, all nodes can have the same Tx timing of downlink and Rx timing of uplink, and it results the simple scheduling/coordination structure.

In this option, time duration from the start of access downlink and the end of access uplink can compose a slot or multiple slots boundary as shown in Figure 8. Then, even numbered slot/multiple slots boundary or odd numbered slot/multiple slots boundary are not utilized.

This scheduling structure can be supported by legacy UEs. In addition, CLI issue can be mitigated from a UE perspective since downlink and uplink timing among access links are aligned.
This option requires four different timings in a node side, Tx timing for gNB function, Rx timing for gNB function, Tx timing for UE function, and Rx timing for UE function.
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Figure 8. IAB scheduling option B
Based on the pros and cons of each approach, we observe the followings. 
· Option A can be efficient in case of single-hop IAB scenario

· Option B does not require changes in access link slot format regardless of backhaul topology change, but backhaul link Tx/Rx timing and slot format can be affected by backhaul topology. 

· Option C has tight dependency on the hop count of each IAB node for both of backhaul and access link. The impact on hop count change in an IAB node needs a careful consideration. Thus, it may not be so effective when backhaul topology changes dynamically which also affect access link performance. 

Proposal 6: Each option may have pros and cons. Further identification when each option is the most effective seems necessary. Depending on the scenario, different option may be used. 
3 Multi-path operation

An IAB node may be connected to more than one parent node, there can be multiple paths to reach to a DgNB.

According to the scheduling options in Section 2.2, node behavior can be different depending on the hop count. In terms of Option B, the order of downlink and uplink of backhaul link depends on the hop count. Downlink transmission is performed in prior to uplink reception for even-hop nodes and uplink reception is performed in prior to downlink transmission for odd-hop nodes. In case of Option C, the hop count determines the location of slots utilized for backhaul link. For example, as illustrated in Figure 8, backhaul link between even-numbered hop and odd-numbered hop can use even-numbered slots and backhaul link between odd-numbered hop and even-numbered hop can use odd-numbered slots. It means that even-hop node and odd-hop node can communicate, but even-hop nodes/odd-hop nodes cannot communicate each other.
Then, let’s assume that the hop counts of parent nodes are all even number (or odd number). Then, a node can receive downlink signal from multiple parent nodes simultaneously, under the assumption that the delay of downlink signal arrival time of any one parent node from Rx timing of the node is within the CP. For backhaul uplink in multi-path scenario, it can be assumed that a node transmits uplink signal to only one parent node at once.
On the other hand, suppose that even and odd are mixed for the hop counts of parent node. In this case, a node cannot communicate with even-hop parent node and odd-hop parent node simultaneously. A simple solution can be considered for this problem, which divide time duration for backhaul link with odd-hop parent nodes and even-hop parent nodes. An example is illustrated in Figure 9. When there is a IAB topology as shown in the first figure, the hop count of RN(a), RN(b), RN(c), RN(f), and RN(g) can be obtained simply since they have only one parent node. In this figure, red and blue node mean even-hop node and odd-hop node respectively. However, RN(d) cannot decide its node type (it means even-hop node or odd-hop node) since one parent node RN(c) is even-numbered hop and the other parent node RN(b) is odd-numbered hop. Then, RN(e) also cannot decide its node type since it does not know the node type of parent node RN(d). Therefore, as proposed above, TDM can be applied between backhaul link with RN(c) and RN(b). In this example, in Time duration 1, backhaul link between RN(c) and RN(d) can be utilized and RN(d) and RN€ becomes odd-numbered node and even-numbered node respectively. On the contrary, backhaul link between RN(b) an RN(d) can be utilized in Time duration 2, then RN(d) and RN(e) becomes even-numbered node and odd-numbered node. Then, RN(d) can communicate with RN(c) and RN(b) both, even if only half of the time resource are available for each backhaul link.
In other words, this scheme can be interpreted that a node with different types of parent nodes switches its node type (between even-hop node and odd-hop node) in different Time duration.
Proposal 7: Regardless of which option is selected for access/backhaul link resource sharing and timing, further considerations to address multi-path are necessary. Consider split TDM pattern by splitting IAB topology into multiple sub-topology. 
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Figure 9. TDM of backhaul links with even-hop parent node and odd-hop parent node
4 Parent node switching

When a node is connected to a single parent node but the backhaul link is disconnected, a node needs to search and connect to another parent node. Let’s consider an example in Figure 10. In this figure, RN(d) is connected to RN(c) and RN(c) and RN(d) are even-hop node and odd-hop node respectively. When the backhaul link between RN(C) and RN(d) is broken, RN(d) should find a new parent node. Then, it accesses to RN(b) and RN(b) becomes a new parent node of RN(d). Since RN(b) is odd-hop node, RN(d) is changed to even-hop node. Then, both of RN(d) and RN(e) are even-hop node, they cannot communicate each other. RN(e) should be changed to odd-hop node to make it work, then parent node switching of RN(d) is completed.
However, since RN(d) is changed to even-hop node after connection with RN(b), the problem is that RN(d) cannot inform its changed node type to RN(e). Therefore, RN(e) does not change its node type since it cannot know that RN(d) changed its node type. To prevent this problem, following schemes can be considered.
(1) TDM type switching announcement before switching
After RN(d) changed its node type, it cannot communicate with its child node RN(e). Therefore, RN(d) can transmit message to RN(e) to informs its node type will be changed. In this case, new node type of RN(d) and time information when the new node type is applied can be delivered.
(2) Fallback resource in access link

Although configurations related to backhaul link including node type are changed, there can be fallback resource that parent and child node can communicate. For an example, this fallback resource can be located in access link since it does not be influenced on backhaul link configurations. RN(d) can receive the changed node type of RN(d) via this fallback resource. This approach may effective with Option B. In case of Option C, fallback duration can be configured that can monitor data regardless of access/backhaul link location. 
(3) Keeping the broken previous path as a virtual path
RN(d) can decide its TDM type supposing RN(c) is still its parent node in addition to RN(b), even if connection with RN(c) is already broken. Then, RN(d) have two parents node now, and it can decide its TDM type. TDM type decision method when a node has multiple parent node with different TDM type is described in Section 3. Based on this scheme, RN(d) acts as even-hop node in Time duration 1 and odd-hop node in Time duration 2. Then, RN(d) can communicate in Time duration 2 even in Time duration 1 cannot utilized. After this, RN(e) can change its TDM type to communicate with RN(d) in both Time duration. Finally, RN(d) changes its TDM type to even-hop node assuming RN(b) is its only parent node then deliver its new TDM type to RN(e) in Time duration 1. RN(e) also changes TDM type to odd-hop node again, and path switching is finished completely. In other words, during the path switching transient period, the IAB node can maintain broken path as a virtual path and applies technique(s) for multi-path IAB topology for resource partitioning and timing determination. 
Proposal 8: Further considerations on handling in path switching is needed. For each option for resource partitioning mentioned in Section 2, techniques to handle dynamic topology change can be different. 
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Figure 10. An example of parent node switching procedure
5 Conclusion 

In this contribution, we discussed on multiplexing of access and backhaul links among IAB nodes and DL and UL timing alignment between IAB nodes. Based on discussion we obtained following proposals.
Proposal 1: For simultaneous Tx/Rx links, link directions should be determined to satisfy half-duplex constraints and allow parent(s)-child(s) communication.

Proposal 2: Slot boundary among simultaneous Tx/Rx links should be aligned in one node.
Proposal 3: IAB node supports both of advanced and legacy UE.

Proposal 4: It is desirable to align access link directions even if they are associated to different nodes.
Proposal 5: In determining timing for backhaul and access links, it is necessary to consider potential impacts of dynamic path change in backhaul link on access link performance. It seems desirable that timing of access link is not changed even if backhaul link path may change.  

Proposal 6: Each option may have pros and cons. Further identification when each option is the most effective seems necessary. Depending on the scenario, different option may be used. 
Proposal 7: Regardless of which option is selected for access/backhaul link resource sharing and timing, further considerations to address multi-path are necessary. Consider split TDM pattern by splitting IAB topology into multiple sub-topology. 

Proposal 8: Further considerations on handling in path switching is needed. For each option for resource partitioning mentioned in Section 2, techniques to handle dynamic topology change can be different. 
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