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Introduction
Transmitter side signal processing schemes for NOMA was discussed in RAN1#93 with following agreements.
Agreements:
· Detailed transmission schemes particularly MA signature design per scheme will be captured in TR. Performance and complexity comparisons and observation/conclusion should at least be made scheme-wise. 
· Transmitter side data processing for NOMA can be based on one or more of the following aspects
· UE -specific bit-level scrambling
· UE -specific bit-level interleaving
· UE -specific symbol-level spreading
· Can be with NR legacy modulation or modified modulation
· UE -specific symbol-level scrambling 
· UE -specific symbol-level interleaving, with symbol-level zero padding
· UE -specific power assignment
· UE-specific sparse RE mapping
· Cell-specific MA signature 
· Multi-branch/MA signature transmission (irrespective of rank) per UE
In [1], transmitter side processing for pattern division multiple access (PDMA) was discussed. In this contribution, we provide more details about PDMA scheme and also give some LLS results considering the effect of different PDMA pattern matrix. This is a revision of R1-1806305.

PDMA scheme
PDMA is proposed as a novel NOMA scheme with the idea of sparse symbol-level spreading [2]. The transmitter side processing of PDMA with single-layer transmission is illustrated in Figure 1. K users share the same time-frequency resources. For each UE, after channel coding and modulation, the modulated symbols are spread with a specific PDMA pattern and weighted by a given scaling factor, and then go to RE mapping. The details of PDMA pattern, scaling factor and RE mapping are given in the remaining of this section.


Figure 1: PDMA with single-layer transmission
To support data transmission with higher spectral efficiency, PDMA with multiple-layer transmission can be supported. As shown in Figure 2, after channel coding and modulation, the modulated symbols are divided into multiple layers. For different layers, the modulated symbols are spread with different PDMA patterns separately, and then weighted by independent scaling factors. Then data from different layers are summed up and then go to RE mapping.


Figure 2: PDMA with multiple-layer transmission
· PDMA pattern (for sparse symbol-level spreading sequence)



PDMA pattern defines sparse symbol-level spreading sequence in Figure 1 and Figure 2. PDMA pattern  is an N×1 binary vector with elements “0” and “1”, where N denotes spreading factor and “1” can also be replaced by complex values. The K users’ PDMA patterns construct PDMA pattern matrix with the dimension of :

.                                                              (1)

Assuming K = 6 and N = 4, a PDMA pattern matrix  can be

                                                        (2)

Assuming K = 12 and N = 4, a PDMA pattern matrix  can be 

                                           (3)


For the number of users K larger than 12 (especially for mMTC case), repetition of  or new design of a larger matrix  can be used.
· Scaling factor
The scaling factor can be power factor and/or phase factor. 


For PDMA with single-layer transmission, the scaling factor can be power factor. The scaling factor  for PDMA pattern , which achieves normalizing each RE’ power to be 1, can be calculated as follows:

.                                                  (4)
For PDMA with multiple-layer transmission, scaling factor can be both power factor and phase factor. The different PDMA patterns for a single UE are preferred to be orthogonal.

· RE mapping

There are two types of RE mapping for PDMA: type1) Localized; and type2) distributed. Figure 3 shows the two types of RE mapping, where 4 PRB and  are assumed. Given sufficient large number of PRB and frequency selective channel with large delay spread, distributed RE mapping can provide more frequency diversity than localized RE mapping.

Figure 3: PDMA RE mapping: (a) Localized, (b) Distributed.








Assuming K = 6 and N = 4, Figure 4 shows an example of the type1) localized RE mapping with PDMA pattern matrix  in (2). User1’s data are mapped to all four REs based on PDMA pattern , user2’s data are mapped to the first three REs based on PDMA pattern , user3’s data are mapped to the first and third REs based on PDMA pattern , user4’s data are mapped to the second and fourth REs based on PDMA pattern , user5’s data are mapped to the third RE based on PDMA pattern , user6’s data are mapped to the fourth RE based on PDMA pattern . 


Figure 4: PDMA pattern for 6 users on 4 REs.


LLS results of PDMA
PDMA targets for 5G typical scenarios including eMBB, URLLC and mMTC. To support both grant-free and grant-based transmissions, PDMA pattern design may be a key factor which should be considered, so here we mainly evaluate the LLS performance of PDMA with different PDMA pattern matrix.
As shown in the annex, given the updated simulation conditions agreed in RAN#92, LLS performance of different PDMA pattern matrix are compared. For those varying parameters for simulation, usually TBS per UE and overload factor (OF) are regarded as key factors affecting patterns which should be given full consideration. While other factors like application scenario and channel type can be evaluated with representatives, to avoid a redundancy huge amount of simulation. Here, mMTC and eMBB are selected as representatives of the scenarios, and TDL-A channel is selected as a representative of the wireless channel.
As suggested in the simulation condition shown in the annex, totally three kinds of overload factors are involved in the LLS simulation, including 150%, 200%, 300%. For each overload, two types of PDMA pattern matrix are defined as examples, as shown in Table 1.
Table 1: Examples of different PDMA pattern matrix
	OF
	Type
	PDMA pattern matrix

	150%
	Type 1
	


	
	Type 2
	


	200%
	Type 1
	[image: ]

	
	Type 2
	


	300%
	Type 1
	


	
	Type 2
	




3.1 mMTC scenario
· TBS=10 bytes, OF=150%
[image: ]
Figure 5: mMTC scenario, TDL-A channel, TBS=10 bytes, OF=150%

· TBS=10 bytes, OF=200%
[image: ]
Figure 6: mMTC scenario, TDL-A channel, TBS=10 bytes, OF=200%

· TBS=10 bytes, OF=300%
[image: ]
Figure 7: mMTC scenario, TDL-A channel, TBS=10 bytes, OF=300%

· TBS=40 bytes, OF=150%
[image: ]
Figure 8: mMTC scenario, TDL-A channel, TBS=40 bytes, OF=150%
3.2 eMBB scenario
· TBS=20 bytes, OF=150%
[image: ]
Figure 9: eMBB scenario, TDL-A channel, TBS=20 bytes, OF=150%

· TBS=20 bytes, OF=200%
[image: ]
Figure 10: eMBB scenario, TDL-A channel, TBS=20 bytes, OF=200%

· TBS=20 bytes, OF=300%
[image: ]
Figure 11: eMBB scenario, TDL-A channel, TBS=20 bytes, OF=300%

· TBS=80 bytes, OF=150%
[image: ]
Figure 12: eMBB scenario, TDL-A channel, TBS=80 bytes, OF=150%

Based on the above simulation results, we have the following observations.
Observation 1: Negligible performance difference is observed for different PDMA pattern matrixes.
Observation 2: PDMA is robust to codebook collision.
Conclusion 
In this contribution, we provided more details about PDMA scheme and also evaluate LLS performance of PDMA with different pattern matrixes with following observations.
Observation 1: Negligible performance difference is observed for different PDMA pattern matrixes.
Observation 2: PDMA is robust to codebook collision.
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Annex: LLS simulation conditions agreed in RAN1#92
	Parameters
	mMTC
	URLLC
	eMBB

	Carrier Frequency
	700 MHz
	700 MHz or 4 GHz 
	4 GHz, 700 MHz as optional

	Waveform 
(data part)
	CP-OFDM and DFT-s-OFDM
	CP-OFDM as starting point
	CP-OFDM as starting point

	Channel coding
	URLLC: NR LDPC
eMBB: NR LDPC 
mMTC: NR LDPC

	Numerology 
(data part)
	SCS = 15 kHz, #OS = 14
	Case 1: SCS = 60 kHz, #OS = 7 (normal CP), optionally 6 (ECP)
Case 2: SCS = 30 kHz, #OS = 4

	SCS = 15 kHz
#OS = 14

	Allocated bandwidth
	6 as the starting point
	12 as the starting point
	12 as the starting point

	TBS per UE
	At least five TBS that are [10, 20, 40, 60, 75] bytes. Other values higher than 10 bytes are not precluded.
Lower than 0.1 bits/RE is optional
	At least five TBS that are [10, 20, 40, 60, 75] bytes. Other values higher than 10 bytes are not precluded.
	At least five TBS that are [20, 40, 80, 120, 150] bytes. Other values higher than 20 bytes are not precluded.

	Target BLER for one transmission
	10%
	0.1%
	10%

	Number of UEs multiplexed in the same allocated bandwidth
	To be reported by companies. 

	BS antenna configuration
	2 Rx or 4 Rx for 700MHz,
4Rx or 8 Rx for 4 GHz 
8Rx as optional

	UE antenna configuration
	1Tx

	Propagation channel & UE velocity
	TDL-A 30ns and TDL-C 300ns in TR38.901, 3km/h, CDL optional

	Max number of HARQ transmission
	1 as starting point. 
	1 as starting point. More values, 2 for URLLC can be used.
	1 as starting point.

	Channel estimation
	Ideal channel estimation 

	MA signature allocation (for data and DMRS)
	[bookmark: _GoBack]Fixed

	Distribution of avg. SNR
	Both equal and unequal
	Equal
	Both equal and unequal

	Timing offset
	0 as starting point. 

	Frequency error
	0 as starting point. 

	Traffic model for link level
	Full buffer as starting point. 
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