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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN1 #93, the potential impact on IAB physical layer was identified and further studies were agreed in IAB SI in RAN1, which are categorized into the following five main aspects [1]
· Backhaul link discovery and measurements
· Scheduling and resource allocation/coordination
· IAB node synchronization and timing alignment
· Cross-link interference and management
· Spectrum efficiency enhancement
This paper summarizes our views on the physical layer enhancements on NR IAB. In our companion papers [2]-[4], the detailed analysis and evaluations are presented.
[bookmark: _Ref129681832]Backhaul link discovery and measurements
SSB for IAB node initial access
As agreed in RAN1 #92b, an IAB node can follow the same initial access procedure as a UE. Therefore, for initial access, IAB nodes and access UEs may use the same set of SSBs for downlink synchronization and cell selection. However, as shown in Figure 1, for a specific IAB donor/node, the TX beam directions for child IAB nodes and access UEs are usually different due to the distinct deployment location and antenna height of IAB nodes and access UEs. Consequently, the SSBs for IAB nodes are different and may have to be TDMed with those for access UEs. This implies that potentially more SSBs are needed compared to the scenarios where no IAB nodes are deployed, which is the basic assumption for NR Rel-15.

[bookmark: _Ref521075590]Figure 1. Different beam direction towards IAB node and UE
Consider a typical example as shown in Figure 2, assuming two IAB nodes are deployed with 200 meters ISD, and each of them serves UEs within a 100 meters distance in a 120 degree sector. Accordingly, around 30 degree elevation scanning range is required. Suppose a 16x8 antenna array (i.e., 16 elements in azimuth domain and 8 in elevation domain) with half-wavelength element distance is used, then the 3dB beam width in azimuth and elevation domain are around 6.4 degree and 12.7 degree respectively based on the method as described in [5]. Therefore, at least 16 beams are required for azimuth scanning and 3~4 beams for elevation scanning, the detailed analysis can be found in [6][7]. This means about 48~64 beams are needed to serve the UEs within the coverage.
However, since the child IAB node has a similar antenna height as the parent node, more elevation scanning range is needed compared with the case that no backhaul link exist. As shown in Figure 2, if we assume the two IAB nodes have same antenna height, at least additional 4.5 degree range at elevation domain is needed, which means 1 more beam is needed in elevation domain. Therefore, for parent IAB node, to serve both access link and backhaul link, totally 64~80 beams are needed. Consider complicated deployment scenarios in practical, even more beams may be needed, e.g., if the child node has a higher antenna height than parent node.
 
[bookmark: _Ref521070553]Figure 2.  IAB node beam coverage scenario with UMi-street canyon model
Therefore, whether the maximum number of candidate SSBs within one SSB burst set, e.g. 64 for FR2, are sufficient to serve both access link and backhaul link should be investigated. If the required number for backhaul link and access link exceeds what has been defined in Rel-15, potential solutions need to be studied targeting a minimum standard impact.
Proposal 1: Study whether the maximum number of candidate SSBs in Rel-15 is sufficient to serve both access UEs and IAB nodes for initial access.
IAB node discovery and measurement
Once an IAB node gets access to the network, the MT function will detect other IAB nodes via inter-IAB node discovery mechanism in order to identify potential backup backhaul connectivity and keep monitoring the backup link quality via RRM measurement mechanism. 
The signal used for inter-IAB node discovery should consider following options:
· Option 1: SSB based IAB node discovery 
· Option 2: CSI-RS together with SSB in case that IAB node could share the same cell ID, where CSI-RS is used to identify IAB nodes with same cell ID. Whether IAB node could share the same cell ID is up to RAN2/RAN3 decision.
As for the RRM measurement for IAB node, SSB and CSI-RS are both straightforward options following Rel-15 NR. 
Different from a UE, an IAB node has two functions, i.e., MT and DU. As an MT, it will measure the SSB sent by its serving nodes for the serving backhaul link quality monitoring, and measure the SSB sent by other nodes for the backup backhaul link discovery and RRM measurement. As a DU, it will transmit SSBs to its served UEs and other IAB nodes to make itself be discovered and measured by others. Therefore, the following coordination of SSBs is necessary in order to make each IAB node work efficiently:
· From each individual IAB node (DU) perspective, the SSBs for access UEs and other IAB nodes should be coordinated considering the possibly diverse beam directions, as discussed in section 2.1. In addition, for each IAB node, the SSB measurement as a MT and SSB transmission as a DU has to be arranged in a non-overlapping TDM manner due to the half-duplex constraint.
· From the network perspective, the SSB transmission window of an IAB node should be coordinated to overlap with the measurement window of other IAB nodes so that each IAB node could identify or be identified by other IAB nodes properly.
Multiplexing of SSBs for IAB nodes and access UEs
The SSBs for access UEs are mainly for UEs to perform downlink synchronization, cell selection and RRM measurement. The SSBs for backhaul link transmitted by an IAB DU are mainly for other IAB nodes to perform inter-nodes discovery/measurement. TDM of SSBs for IAB nodes and access UEs is a natural choice. In summary, the following options could be considered as illustrated in Figure 3:
· Option 1: Multiplex the SSBs for IAB nodes and access UEs in a TDM manner within the same SSB burst set defined in Rel-15  
· Option 2: Introduce additional SSB burst set dedicated for IAB node discovery/measurement which are TDMed with the SSB burst sets for access UEs 
If the total number of required SSBs for IAB nodes and access UEs is no more than the maximum number of candidate SSBs in Rel-15, Option 1 is preferred. It should be noted that SSBs for IAB node discovery can also be used for initial access if they are located at on the sync raster.   

(a) Option 1


(b) Option 2
[bookmark: _Ref521072962]Figure 3. Example of SSB resource for IAB node discovery
If the total number of required SSBs exceeds what has been defined in Rel-15, option 2 can be used. The SSB configuration for access UEs still reuses the same principle as NR Release 15 in order not to impact legacy UE. The SSB period for IAB node discovery can be more relaxed and flexible compared to access link, considering the fact that the backhaul link direction is limited and stationary. A longer SSB transmission period can reduce the resource overhead. Furthermore, no new candidate positions of SSB within a half frame are needed, since different offsets can be configured to avoid overlapping.
Proposal 2: Support TDM of SSBs for IAB nodes and access UEs considering the following two options (1) TDM within a SSB burst set; (2) TDM across SSB burst sets with dedicated periodicity and offset settings for IAB nodes.
From network perspective, it is preferred that the SSBs for IAB nodes are invisible to access UEs, since some unpredictable UE behavior may happen if UE does not differentiate these two kinds of SSBs. For example, a normal UE will expect to detect SSB at the periodic location as indicated in SIB1.  However, as shown in Figure 3(b), SSBs for access UEs and IAB nodes may have different periodicity. If a UE accidentally detects SSB for backhaul link but failed to detect it at the next expected location, this UE may fail to synchronize the cell and trigger cell selection/reselection. 
To avoid the above issue, it is preferable to place the SSB for IAB node discovery and RRM measurement at the frequency location different from that for access link. It seems off-raster could be an option considering that similar mechanism has been adopted in Rel-15. 
Proposal 3: The SSBs for IAB node discovery and RRM measurement can be placed at the frequency location different from those for initial access, in order not to cause UE confusion.
· Off-raster frequency position can be an option for further study
SSB transmission and SMTC among IAB nodes
In case of multiple IAB nodes, it is straightforward to configure their SSB transmission occasions in a non-overlapping TDM manner, so that the conflict between SSB transmission and SMTC measurement does not happen for a given IAB node as shown in Figure 4. With this method, each IAB node could discover other IAB nodes in its configured SMTC. While obviously there exist two issues: 
1) The IAB node measurement overhead is increased since each IAB node has to be configured with (N-1) SMTC window, where N is the total number of IAB nodes. 
2) The required SSB time resource is significantly increased, especially if the SSBs for access link have a dense configuration. Therefore, non-overlapping TDM manner for SSB transmission among IAB nodes seems impractical if the number of IAB nodes N is big. 
Another alternative is to allow the overlapping of SSB transmissions among IAB nodes and IAB node will mute its own SSB transmission if its SSB transmission overlaps with its SMTC window. In Figure 5, the SSBs for the backhaul links are all overlapped. Each IAB node can mute its SSB transmission and measure the SSBs from other two IAB nodes within its SMTC window. Furthermore, if the SMTC window among IAB nodes is well coordinated to be totally orthogonal in time domain, only one SMTC window is needed for each IAB node to discover other IAB nodes and the measurement overhead is significantly reduced. Considering the half-duplex constraint, if SSB transmission is aligned, then corresponding SSB muting mechanism may need to support for inter-IAB node measurement. 
Proposal 4: The SSBs for IAB node discovery/measurement among IAB nodes can be overlapped.  
Proposal 5: For a given IAB node, its SSB transmission should be muted to facilitate the measurement for other IAB nodes if its SMTC window is overlapped with its SSB transmission.


[bookmark: _Ref521073359][bookmark: _Ref521073332]Figure 4. Orthogonal SSB transmission among IAB nodes in time domain



[bookmark: _Ref521073376]Figure 5. Overlapped SSB transmission and SMTC window among IAB nodes
SMTC and CSI-RS configuration 
As discussed in the previous section, the SSB measurement for IAB node discovery and RRM measurement for backhaul link quality monitoring will maximize the reuse of NR Rel-15 principle. However, considering the fact that IAB nodes are stationary and the backhaul link channel quality is usually stable, further optimization can be considered to save measurement overhead, for example:
· Longer measurement period
· Aperiodic measurement in an on-demand way
Proposal 6: For IAB node discovery and backhaul link RRM measurement, the principle defined in Rel-15 should be a starting point and further optimization can be studied for backhaul links to save measurement overhead
· Longer SMTC period and CSI-RS measurement period
· Aperiodic measurement configuration 
Consideration on backhaul link beam failure
The beam failure on backhaul links will cause more severely negative impact compared to access link especially in multi-hop topology, since all the child nodes, including the UEs directly served by the parent node and the child IAB nodes will suffer as shown in Figure 6. Therefore, faster beam failure recovery (BFR) seems necessary for backhaul links compared to the BFR defined in Release 15.
In a multi-hop scenario, if beam failure happens on the backhaul link for an intermediate IAB node (i.e., IAB node 1 in Figure 6), it should notify the child nodes (i.e., IAB node2 in Figure 6) timely, so that these child nodes could take some action to avoid long time connection broken. Typically, the parent node always tries to recover its failed beam via backhaul link BFR procedure. If the recovery succeed quickly, the child IAB node should still keep the connection with its previous parent node since route switching will definitely bring additional data/signaling overhead and delay. Otherwise, if the parent node fails to recovery or spend a long time to recovery, the child node can consider switching its connection to other IAB node. Therefore, some efficient beam failure notification mechanism and the child node’s behavior should be investigated.
Proposal 7: Faster beam failure recovery mechanism for backhaul link should be studied.
Proposal 8: Beam failure notification mechanism to child node and child node’s behavior should be studied.
 
[bookmark: _Ref521073393]Figure 6. Beam failure due to blockage for backhaul link
Scheduling and resource allocation/coordination
Resource coordination
The resource coordination among IAB nodes/donor includes the following aspects:
· Backhaul or access slot occasions and the DL/UL configuration
· Backhaul or access frequency band occupation
· Backhaul or access beam utilization
The purposes of resource coordination are listed as follows,
· Avoid the simultaneous Tx & Rx conflict at a given IAB node
· Mitigate the potential inter-IAB node/Inter-UE cross-link interference
· Match the DL/UL traffic requirements
· Avoid the potential backhaul link congestion
After resource coordination, each IAB node will know its possible backhaul resource configuration as MT and also the access resource configuration as DU. Figure 7 illustrates a slot allocation example for each node after resource coordination. Obviously, for each IAB node, the slot location for its backhaul-only link with its serving node, access-only link (including the backhaul link for its child IAB node), the backhaul & access sharing link and the unknown will be determined via the resource coordination. 

[bookmark: _Ref521073411]				Figure 7. A slot allocation example with resource coordination
The time granularity of resource coordination should mainly consider semi-static manner, considering the fact that dynamic allocation will cause negative impact on UE since IAB node MT has to monitor its PDCCH from serving node to determine the practical backhaul resource allocation, thus could not transmit PDCCH to UEs during its backhaul PDCCH monitoring window due to the half-duplex constraint.
It should be noted that with semi-static resource coordination, each IAB node only acquires its allowable transmission opportunities for whatever the MT or DU function, while whether the practical scheduling happens and how much resource are occupied is still determined by dynamic scheduling at each IAB node. 
It seems more preferable to determine the frequency and/or beam utilization between backhaul and access based on dynamic scheduling decision in a given slot. Otherwise, the resource utilization efficiency will be rather low via semi-static configuration.
Both centralized and distributed coordination mechanism can be used mainly depending on IAB protocol architecture. With L2 based architecture, centralized mechanism should be applied where resource coordination and allocation function is located in the CU of Donor. The semi-static configuration signaling is conveyed from CU to its DUs via F1-AP message defined in RAN3.  While distributed coordination is more likely to be used in L3 based architecture in which all IAB nodes are equal.
Proposal 9: Semi-static slot configuration for each IAB node should be supported,
· For L2 IAB, the configuration is determined by the CU of IAB donor according to centralized coordination, and configured by the CU to the DU of is associated IAB nodes
· For L3 IAB, the configuration is determined by each IAB node according to distributed coordination
Proposal 10: An IAB node can be configured with a set of slots for backhaul and access transmission including the link directions.
Dynamic scheduling
After resource coordination/allocation, four types of slot could be configured to each IAB node,
· Backhaul-only slot
This slot is used only for IAB node MT backhaul transmission. The actual resource allocation is determined by the scheduler of its serving node.
· Access-only slot
This slot is used only for IAB node DU access transmission with its child node (including child IAB node and UE). The actual resource allocation is determined by the scheduler of its DU.
· Backhaul-access dynamic sharing slot
This slot can be shared by the MT and DU of IAB node. 
· Unknown slot
Similar to Rel-15, the unknown slot could be dynamically allocated to backhaul or/and access link by dynamic signaling.
For the backhaul-access dynamic sharing slot, the scheduler at IAB node will determine the specific multiplexing scheme between backhaul and access link. To be specific, the MT of an IAB node acquires its downlink/uplink scheduling information by monitoring the backhaul link PDCCH from its serving node in the configured slot. If the backhaul link with its serving node does not occupy all the available radio resource in time/frequency/beam domain, the DU of this IAB node will schedule its access links in TDM/FDM/FDM manner and send access link PDCCH(s). Therefore, it is straightforward that the PDCCH time location of backhaul and access link of each IAB node should meet the following requirements,
1. The backhaul link PDCCH (BH-PDCCH) should be ahead of its associated PDSCH/PUSCH
2. The backhaul link PDCCH (BH-PDCCH) should be ahead of the access link PDCCH (AC-PDCCH)
The PDCCH for backhaul link and access link for an IAB node is illustrated in Figure 8. If this IAB node also serves other child nodes in multi-hop topology, its access link actually includes backhaul link to its child node. Therefore, from the child IAB node MT perspective, this slot should be configured as its backhaul slot although the actual available resource in this backhaul slot depends on the dynamic scheduling results in its serving parent IAB node DU.
Based on the above discussion, we have the following proposal:
Proposal 11: For the backhaul-access dynamic sharing slot, the PDCCH time location for IAB node MT’s backhaul link and the PDCCH for its DU’s access link should meet the following requirement
· The backhaul link PDCCH (BH-PDCCH) should be ahead of its associated PDSCH/PUSCH
· The backhaul link PDCCH (BH-PDCCH) should be ahead of the access link PDCCH (AC-PDCCH)





     
 
     
                         
[bookmark: _Ref521073438]Figure 8.  The PDCCH time location for backhaul and access link for dynamic scheduling
Power control
In case of FDM and SDM between backhaul and access link, especially for intra-panel, considering that backhaul link is usually of high SNR and much higher than access link, such power imbalance between two links may exceed receiver dynamic range and cause performance degradation, which is shown in Figure 9.

[bookmark: _Ref521073458]Figure 9. Reception power imbalance at IAB node
Normally, power control is applied in uplink, rather than downlink. However, in order to avoid big power imbalance between backhaul and access link, power control seems necessary for downlink backhaul link.
Some inherent relationship between the uplink access and downlink backhaul power control loop should be established so that the received power gap between access and backhaul link at IAB node are limited to a preferable range.
Proposal 12: To support FDM and SDM between backhaul and access links, enhanced downlink power control scheme on backhaul link should be studied in order to solve the power imbalance issue between backhaul and access links.
IAB node synchronization and timing alignment
IAB node synchronization
In previous RAN1 meeting, TA/2 based OTA synchronization is proposed to be a starting point to achieve DL Tx timing synchronization between parent node and child node. It should be noted that ideally TA/2 timing adjustment of child node could achieve DL Tx timing synchronization, without considering any timing error. However, in practical system, different kinds of timing error exist and should be taken into consideration. In [2], the practical timing error is analyzed in details. Based on that analysis, in FR2 TA/2 timing adjustment could support max. 5 hop topology while probably only support 1 hop topology in FR1.
Proposal 13: For FR1, it should be studied whether TA/2 timing adjustment for OTA based DL Tx timing synchronization can work for multi-hop topology.
Normally, serving node sends initial TA value to child node in random access response, i.e., msg2, while this initial TA value is just a rough estimation due to the limited bandwidth of SSB and preamble, it could be further improved by later configured wideband TRS or SRS. The updated TA value will be sent to child node via TA update signaling. 
From the child node’s perspective, it is expected to trigger its initial DL Tx timing configuration after a more accurate TA value is received, then it can start its DU function. Otherwise, the child node cannot achieve accurate DL Tx timing synchronization, and the timing error will propagate to its child nodes and degrade the system performance. However, the child node does not know whether TA updating procedure is accomplished. Therefore, it seems necessary for the serving node to timely indicate the child node to trigger its initial DL Tx timing configuration. 
In addition, when IAB node switches route, there are two options to maintain its local DL Tx timing: 
· Option 1:  Child IAB node maintains the DL Tx timing from the previous serving node
· Option 2:  Child IAB node reconfigures the DL Tx timing from the new serving node
Due to the serving nodes are not ideal synchronized, the two options can lead to different DL Tx timing. If the timing error between new serving node and previous serving node is rather small, both option 1 and option 2 can work since there is no much difference for the DL Tx timing of the child node between these two options. However, if the timing error is large (these two serving nodes are not in the same route chain, and their timing reference comes from different donor), option 1 has the advantage of avoiding impacts on access link. On the other hand, in some case, the new serving node has more accurate timing, e.g., the hop order of the new serving node is smaller, and thus option 2 achieves better performance. Therefore, both of the two options can be supported. The detailed procedures for the two options should be further studied.
Proposal 14: It should be studied how the DL Tx timing of IAB node can be configured in an accurately and timely manner to avoid timing error propagation and system performance degradation.
[bookmark: _GoBack]Proposal 15: It should be studied how to maintain IAB node local DL Tx timing in case of route switching after it finishes initial DL Tx timing configuration.
Timing alignment between backhaul and access link within IAB node 
In the last RAN1 meeting, it is agreed that the following timing cases should be further studied:
· Case 1: DL transmission timing alignment across IAB nodes and donor nodes
· Case 2: DL and UL transmission timing is aligned within an IAB node
· Case 3: DL and UL reception timing is aligned within an IAB node
· Case 4: within an IAB node, when transmitting using case 2 while when receiving using case 3
· Case 5: Case 1 for access link timing and Case 4 for backhaul link timing within an IAB node in different time slots
Case 1 has been discussed in the previous section which is the basic working assumption for TDD system in order not to cause severe cross-link interference. And from UE perspective, synchronous DL Tx timing synchronization across the network is always assumed. 
Cases 2 and 3 are used when access link (to child nodes and access UEs) and backhaul link (to parent node) are multiplexed in FDM/SDM manner within an IAB node, as shown in Figure 10 and Figure 11.

(a) DL Tx timing following UL Tx timing

(b) UL Tx timing following DL Tx timing
[bookmark: _Ref521073476]Figure 10.  DL and UL transmission timing alignment within an IAB node in case 2

[bookmark: _Ref521073482]Figure 11.  DL and UL reception timing alignment within an IAB node in case 3
To enable case 2/3/4, symbol-level timing alignment is needed to facilitate interference mitigation between access and backhaul link. 
· For case 2, the IAB node DL Tx timing has to be adjusted to align it with UL Tx timing as shown in Figure 10 (a), which means the DL Tx timing synchronization cannot be achieved in this particular FDM/SDM time slot and will have impact on the timing of its served child node (including UE and child IAB node). Therefore, Rel-15 UEs cannot be scheduled in this time slot. For IAB node or advanced UE scheduled in this time slot with FDM/SDM manner should be able to adjust its DL Tx timing. An alternative way is to introduce an additional TA adjustment offset on IAB node UL Tx timing to make it align with the normal DL Tx timing as shown in Figure 10 (b). The latter alternative seems more preferable since it have no impact on DL Tx timing.
· For case 3, IAB node should introduce an additional TA adjustment offset to its child nodes, including the directly served UEs and child IAB nodes. Similarly, the new TA adjustment could be applied on only advanced UE as shown in Figure 11.
· For case 5, the motivation is not to have any timing impact on UE, meaning that no any additional timing adjustment is applied on access link. It has been included in case 2/3/4 if the child node in case 2/3/4 does not involve UE. 
From the above analysis, it can be found that the symbol alignment between two links within an IAB node could be achieved only if some additional TA adjustment on top of the normal TA is introduced on IAB node or advanced UE.
The purpose of symbol alignment is for inter-link interference suppression. In addition to symbol alignment, other mechanism to enable SDM based interference mitigation should also be studied, including orthogonal DMRS configuration between access and backhaul links, etc. 
Proposal 16: In order to support symbol alignment between access and backhaul link within IAB node, additional TA adjustment on IAB node or UE should be further studied.
Proposal 17: In addition to symbol alignment, other mechanisms to enable SDM based interference mitigation should also be studied, at least including
· DMRS orthogonal configuration between access and backhaul links
· Interference mitigation receiver 
Cross-link interference and management
In our companion paper [3], the inter-IAB node cross-link interference is analyzed with system level evaluation. According to that numerical evaluation, the following observation could be made
1. The impact of inter-IAB node CLI is non-negligible. By eliminating CLI completely, the post-SINR at the receiver can be improved around 5dB.
2. The CLI level from interfering access transmission is higher than the interference from the interfering backhaul transmission. 2.67% and 9% system performance improvement can be achieved if the CLI of case 2-1 and case 2-2 is eliminated separately. 
3. Although the post-SINR can be improved around 3dB by eliminating the case 2-1 CLI, the system throughput gain is only 9%. In order words, the significant post-SINR improvement does not bring obvious system performance enhancement.
In [3], we present the downlink post-SINR and system capacity respectively, with and without inter-IAB node CLI taken into account. The post-SINR shows about 3dB improvement if removing the CLI. However, the system throughput only improves 9%, which is shown in Figure 12. In order words, the significant post-SINR improvement does not bring obvious system performance enhancement.
[image: ]          [image: ]
(a)   Post-SINR                                                  (b)  downlink capacity 
[bookmark: _Ref521073586]Figure 12. Downlink performance with static TDM resource allocation
From the RU analysis on backhaul and access link, it is found that congestion happens in the 1st hop IAB node and the downlink data cannot reach UE, thus leads to even lower RU on access links. Therefore, congestion in the intermediate IAB nodes becomes the bottleneck of system performance.
Two kinds of interference management could be considered
· Centralized interference management: With layer 2 IAB architecture, the semi-static centralized interference management by the CU of donor node is a straightforward option to coordinate the resource allocation/scheduling among IAB nodes. To be specific, Donor node will configure each IAB node (including MT and DU) the measurement/report for CLI. Once these inter-IAB node CLI measurement results are gathered by donor, it will coordinate the resource allocation/scheduling for each IAB node to minimize the impact of CLI.  
· Distributed interference management: Distributed interference management should also be studied in order to minimize the overhead of RS coordination and interference measurement information exchange between donor and IAB nodes.  
Both schemes should be studied in terms of performance and complexity
Proposal 18: Both distributed and centralized interference management schemes should be studied for inter-IAB CLI management.
With the CLI measurement information available, donor could do coordination in various ways to mitigate the interference.
· Time/frequency coordination: Time/frequency coordination is the most simple and effective method to avoid interference, but usually leads to low resource utilization.
· Beam coordination: Beam coordination is to coordinate the interfering/interfered beam direction to suppress the interference signal in spatial domain, which is especially desirable in FR2.
· Power control:  Power control refers to reduce the transmission power of the interferer.
RAN1 should study the enabling mechanisms to support the above CLI mitigation ways.
Proposal 19: RAN1 should study the enabling mechanisms to support the inter-IAB node CLI mitigation method, at least including
· Time/frequency coordination
· Beam coordination
· Power control
Spectrum efficiency enhancement
The system performance comparison with various modulation orders on backhaul link is presented in Table 1. Obviously, system capacity has obvious improvement with higher modulation. In addition, dynamic TDM with SDM benefits more from the increased backhaul capacity.
The evaluation shows that the end-to-end system capacity is highly dependent on the backhaul link capacity. If backhaul capacity is constrained, congestion will happen in the intermediate IAB nodes and data couldn’t reach destination timely. For dynamic TDM with SDM, the access link transmission opportunity is increased since the access links can share the same backhaul slots in different beam directions, therefore more gain can be reaped if backhaul link allows higher transmission capacity.
It is necessary to support high modulation backhaul transmission.
[bookmark: _Ref521074823]Table 1: System capacity comparison with 1024QAM/256QAM/64QAM backhaul 
	Maximum MCS for backhaul link
	IAB node number
	System capacity performance gain, baseline: w/o IAB nodes

	
	
	Static TDM
	Dynamic TDM
	Dynamic SDM

	64 QAM
	1 IAB node/sector
	7.23%
	17.23%
	25.15%

	
	3 IAB node/sector
	10.23%
	28.31%
	45.08%

	256 QAM
	1 IAB node/sector
	15.08%
	28.08%
	39.00%

	
	3 IAB node/sector
	20.62%
	46.54%
	70.23%

	1024 QAM
	1 IAB node/sector
	21.46%
	38.00%
	52.15%

	
	3 IAB node/sector
	30.46%
	61.85%
	93.69%



Proposal 20: Up to 1024QAM should be considered for backhaul link.
According to the link performance analysis for 256QAM and 1024QAM in [4], in order to support 256QAM, both phase noise compensation performance and RF distortion should be improved. From perspective of phase noise, ICI compensation in addition to CPE compensation should also be considered to further overcome phase noise impact for above 64QAM.
Proposal 21: Phase noise compensation performance improvement on backhaul link should be investigated to support higher order modulation above 64QAM. Two possible directions are: 1) PT-RS redesign 2) Compensation algorithm improvement, e.g., CPE with ICI.
Conclusions
In this contribution, we present our views on physical layer enhancement for NR IAB and the detailed analysis is provided in the other companion papers. 
Proposal 1: Study whether the maximum number of candidate SSBs in Rel-15 is sufficient to serve both access UEs and IAB nodes for initial access.
Proposal 2: Support TDM of SSBs for IAB nodes and access UEs considering the following two options (1) TDM within a SSB burst set; (2) TDM across SSB burst sets with dedicated periodicity and offset settings for IAB nodes.
Proposal 3: The SSBs for IAB node discovery and RRM measurement can be placed at the frequency location different from those for initial access, in order not to cause UE confusion.
· Off-raster frequency position can be an option for further study
Proposal 4: The SSBs for IAB node discovery/measurement among IAB nodes can be overlapped.  
Proposal 5: For a given IAB node, its SSB transmission should be muted to facilitate the measurement for other IAB nodes if its SMTC window is overlapped with its SSB transmission.
Proposal 6: For IAB node discovery and backhaul link RRM measurement, the principle defined in Rel-15 should be a starting point and further optimization can be studied for backhaul links to save measurement overhead
· Longer SMTC period and CSI-RS measurement period
· Aperiodic measurement configuration 
Proposal 7: Faster beam failure recovery mechanism for backhaul link should be studied.
Proposal 8: Beam failure notification mechanism to child node and child node’s behavior should be studied.
Proposal 9: Semi-static slot configuration for each IAB node should be supported,
· For L2 IAB, the configuration is determined by the CU of IAB donor according to centralized coordination, and configured by the CU to the DU of is associated IAB nodes
· For L3 IAB, the configuration is determined by each IAB node according to distributed coordination
Proposal 10: An IAB node can be configured with a set of slots for backhaul and access transmission including the link directions.
Proposal 11: For the backhaul-access dynamic sharing slot, the PDCCH time location for IAB node MT’s backhaul link and the PDCCH for its DU’s access link should meet the following requirement
· The backhaul link PDCCH (BH-PDCCH) should be ahead of its associated PDSCH/PUSCH
· The backhaul link PDCCH (BH-PDCCH) should be ahead of the access link PDCCH (AC-PDCCH)
Proposal 12: To support FDM and SDM between backhaul and access links, enhanced downlink power control scheme on backhaul link should be studied in order to solve the power imbalance issue between backhaul and access links.
Proposal 13: For FR1, it should be studied whether TA/2 timing adjustment for OTA based DL Tx timing synchronization can work for multi-hop topology.
Proposal 14: It should be studied how the DL Tx timing of IAB node can be configured in an accurately and timely manner to avoid timing error propagation and system performance degradation.
Proposal 15: It should be studied how to maintain IAB node local DL Tx timing in case of route switching after it finishes initial DL Tx timing configuration.
Proposal 16: In order to support symbol alignment between access and backhaul link within IAB node, additional TA adjustment on IAB node or UE should be further studied.
Proposal 17: In addition to symbol alignment, other mechanisms to enable SDM based interference mitigation should also be studied, at least including
· DMRS orthogonal configuration between access and backhaul links
· Interference mitigation receiver 
Proposal 18: Both distributed and centralized interference management schemes should be studied for inter-IAB CLI management.
Proposal 19: RAN1 should study the enabling mechanisms to support the inter-IAB node CLI mitigation method, at least including
· Time/frequency coordination
· Beam coordination
· Power control
Proposal 20: Up to 1024QAM should be considered for backhaul link.
Proposal 21: Phase noise compensation performance improvement on backhaul link should be investigated to support higher order modulation above 64QAM. Two possible directions are: 1) PT-RS redesign 2) Compensation algorithm improvement, e.g., CPE with ICI.
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