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1 [bookmark: _Ref298777854]Abstract
This document proposes a draft text for the clause 7.3 of the 3GPP TR 38.811.

2 Proposed Text
We suggest adding section 7.3, identifying the potential NR modifications for each features identified in clause 7.2:
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For each deployment scenarios, the actual impacts on NR are identified.

7.3.1	Methodology
For each of the NR Features that may require adaptations to support NR operation via Satellite or HAPS, identified in chapter 7.2, the problem statement in terms of issue will be assessed, possible solution principles will be listed which may depends on the deployment scenarios and potential impacts on NR protocol will be identified including the list of TS (e.g. 38.211), the NR feature (e.g. initial access) and the system element (e.g. UE, RAN, CN).
Table 7.3-1: Areas of impacts on NR to support Non-Terrestrial networks
	Non-Terrestrial network specifics
	Effects
	Impacted NR features

	Motion of the space/aerial vehicles (especially for Non GEO based access network)
	Moving cell pattern
	Hand-over/paging

	
	Delay variation
	TA adjustment

	
	Doppler
	Init synchro downlink

	
	
	DMRS time

	Altitude
	Long latency
	HARQ

	
	
	MAC/RLC Control loops

	
	
	Physical layer Control loops

	Cell size
	Differential delay
	TA in Random access response message

	
	
	RACH

	Propagation channel
	Impairments
	DMRS frequency

	
	
	Cyclic prefix

	Spectrum
	Regulatory constraints
	Access scheme (TDD/FDD)

	Satellite or aerial Payload performance
	phase noise impairment
	PT-RS

	
	Back-off
	PAPR






7.3.2	Motion of the space/aerial vehicles

7.3.2.1 Hand-Over and paging
7.3.2.1.1 Problem statement
Non-Geosynchronous satellites (NGSO) satellites move rapidly with respect to any given UE location.  As an example, on a 2-hour orbit, a LEO satellite is in view of a stationary UE from horizon to horizon for about 20 minutes.  Since each LEO satellite may have many beams, the time such a UE stays within a beam is typically for only a few minutes.  The fast pace of change creates problems for paging as well as handoffs for a stationary UE as well as a moving UE.
Since handover happens in general when the UE or relay is in CM-ACTIVE and RRC-CONNECTED state, the procedure is time critical to avoid loss data. In NTN systems based on NGSO satellites, the cells or spot beams are moving at high speeds and so the handover procedure from one spot beam to the next or from one satellite to the next has to be executed quickly otherwise the UE may not make use the target beam and/or satellite resources efficiently and in the worst case may suffer loss of data.
NR beam management for mobility between spot-beams on the same base station cannot be ported to satellite to minimize the handoff overhead.  The NR beam management assumes same frequency on the adjacent beams, but for, the adjacent beams on the same satellite may uses different frequencies or different polarization. Thus, the beam management procedures may have to be modified.
The problem for paging needs more detailed explanation.  In NR operating in terrestrially, a user terminal (UT) camps on a cell. The cell is uniquely identified by the RAN from which the UE is receiving the radio signals from.  A collection of cells is called a Tracking Area. A collection of Tracking Areas is called as a Registration Area. A cell belongs to a Tracking area and a Registration Area. As long as the UT stays within a Registration Area. The UT in the CM-IDLE state will perform a Registration Area update when it moves out of a Tracking Area.
The AMF only needs be aware of the UE location to the granularity of Registration Area when a UE is in the CM-IDLE state. If a packet arrives from internet for this UE in CM-IDLE state, the AMF attempts to page the UE on all cells belonging to the Registration Area in order to notify the arrival of packets to it. All RANs that receive the page transmits a page in the corresponding cells to reach UE that may be anywhere in the Registration Area. 
In Non-GEO satellite access network, a UE camps on a beam of a satellite, but as beams move, it ends up camping on different beams and different satellites over time even though UE may not have moved. Unlike terrestrial framework where a cell on the ground is tied to radio communication with a RAN, in Non-GEO satellite access network, the satellite beams are moving. There is no correspondence between cells on the ground and satellite beams. The same cell on the ground is covered by different satellites and different beams over time. Furthermore, satellite beams can be large such that a single beam can encompass more than one cell or Tracking Area on the ground.  Therefore, for the initial Registration, the Satellite based radio access network will not be able to provide the Tracking Area information to AMF based on which beam and which satellite the Registration Request was received.  Given that tracking areas are defined on the ground and Non-GEO beams are moving, there is no one-to-one correspondence between moving beams and fixed tracking areas or registration areas on the ground. However, this information is necessary for UE to determine if it needs to perform a registration area update with AMF in NR.

7.3.2.1.2 Assessment of conditions for NR operation in Non-Terrestrial networks
For handoff and paging to operate successfully and efficiently in the NGSO satellite networks, the NR UEs need to be capable of geo-location.  They will need to be aware of their locations and report them to the Satellite RAN as needed.  (For fixed installations, their location can be reported once at time of installation.) 
The ephemeris information of the NGSO satellites can be used to determine their footprints of each of the beams, and its velocity all the time. Therefore, for a given UT location at any given time, the network has information as to which beam of which satellite covers that location best.  It also knows the duration that UE location would remain to be covered by the beam and which beam on the same satellite, or a different satellite will be the best candidate to switch over next, and at what time. With positioning information of all UEs available to the network, the need for measurement reports for use in triggering handovers can be dispensed.  It is possible to simplify the handoff procedure and reduce the overhead required by preprogrammed or anticipated beam coverage based on satellite motions.
For paging, similar to handoff, given the UE location, Satellite RAN determines the Tracking Area information and provides it to AMF similar to that provided by RAN in NR.  AMF responds to UE with a list of tracking areas, or registration area that the UE is allowed to move without a need to inform the network when UT is in CM-Idle state.
  
7.3.2.1.3 NR impacts considerations
No impact for HAPS or GEO satellite based NTN.  For Non-GEO satellite based NTN, most of the NR handoff and paging protocols can be maintained with some modification by taking advantages of the knowledge of the UE location and satellite ephemeris information.
7.3.2.2 TA adjustment
7.3.2.2.1 Problem statement
MEO, LEO and HAPS systems feature a strong varying delay because satellite/HAPS and UE are fast-moving and are not relatively static. In this case, the individual timing advances of the UEs have to be fast dynamically updated and appropriate TA index values are needed to solve the long strong delay in the overall distance of the propagation on NTN link.
The issues or technical problems to solve, related to TA alignment in Satellite communications, are as follows:
1. A strong delay variation is caused by moving satellites generating a fast change in the overall distance of the propagation from UE over Satellite to BS.
2. The delay is much longer over a satellite link than one TTI 
7.3.2.2.2 Assessment of conditions for NR operation in Non-Terrestrial networks



The TA indication specified in [TS 38.331] indicates the initial  used for a TA Group (TAG). For a subcarrier spacing of  kHz, the TA command for a TAG indicates the change of the uplink timing relative to the current uplink timing for the TAG as multiples of . The start timing of the random access preamble is specified in [4, TS 38.211]. 








In other cases, a timing advance command [ TS 38.321], , for a TAG indicates adjustment of the current  value, , to the new  value, , by index values of  = 0, 1, 2,..., 63, where for a subcarrier spacing of  kHz, . 
As shown in Figure 1, transmission of uplink frame number  from the UE shall start  before the start of the corresponding downlink frame  at the UE, where  can be derived by the UE based on the index value  from gNB,  depends on the duplex mode and frequency range in uplink transmission, and  is the basic timing unit [2][3][4]. 	
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Figure 1: Time alignment at gNB with TA
In case of satellite, the high delay drift of individual non-GEO satellites is quite predictable because the motion of the satellites follow known paths. The very fast update of the TA is neither required in terrestrial links, nor in GEO satellite links. In both scenarios, the terminal mobility is dominating the TA requirements. 
Another technical issue that arises is that the delay variation over the satellite link is much more than a TTI. E.g. if the subcarrier spacing (SCS) is increasing from 15 kHz to 60 kHz, the TTI goes down from 1 ms to 250 μs. The required TA adjustment range for satellite links will become larger that the TTI with any SCS selection and the transmission timing of the UE has to be adjusted over the borders of individual TTIs.
Table 1: TA granularity, and step size with SCS.
	Subcarrier spacing (SCS) configuration parameter, µ  
	SCS [kHz]
	RB band-width [kHz]
	TA gran-ularity [Ts]
	Tstep [ns]
	Required TA steps per UE/s @ drift of 35 us/s

	0
	15
	180
	1024
	520.83
	67.2

	1
	30
	360
	512
	260.42
	134.4

	2
	60
	720
	256
	130.21
	268.8

	3
	120
	1440
	128
	65.10
	537.6

	4
	240
	2880
	64
	32.55
	1075.2


*Note: depending on the TA size, the number of commands will be reduced.
7.3.2.2.3 NR impacts conclusions
A strong delay variation is caused by moving satellites  generating a fast change in the overall distance of the radio link between UE and BS via Satellite. The delay is much higher and variable over a satellite radio link than over a terrestrial radio link. This delay largely exceeds the TTI (Equivalent to one frame) of NR which is equal to or less than 1 ms. However, the delay variation is quite predictable knowing the satellite orbits and UE position. 
Hence, Timing Advance (TA) alignment is an important feature of NR that will be impacted by introduction of NTN in 5G to ensure that all uplink transmissions are synchronized at gNB reception point. Especially for non-GEO satellites, the overhead created by the TA procedure is expected to be significant, unless countermeasures are introduced. Solutions towards aligning uplink signals over satellite links to overcome the predictable delay in NTN need to be investigated in future. Fast and or larger time step timing advance updating mechanism is necessary at the UE side particularly in the case of non-geostationary satellites. 




7.3.2.3 Initial synchronization in downlink	Comment by Nicolas: Thales to review the structure and align with other sections

7.3.2.3.1 Problem statement
In order to access the 5G core network, the NTN enabled UE has to detect the Primary Synchronization Signal (PSS) and the Secondary Synchronization Signal (SSS). Those synchronization signals allow time and frequency correction, and Cell Id detection. 
NTN enabled UE categories have been defined with different RF characteristics (see chapter 4.4), leading to various performance levels that can be achieved in NTN systems (see Annex A: Link budget example). 
The SNR minimum requirements at the receiver of the NTN enabled UE matches with the requirements for successful synchronization criteria in 3GPP specifications (Table A.1.5-1 of [7323-1]) which is 95% of successful rate of PBCH detection and a false error detection probability of 10^-2. This is achieved at -6 dB SNR. 
Note that the SNR level of NTN systems is typically in the range of -3 to 13 dB SNR.
In cellular networks, transmission equipment (gNodeB or RRH) are usually fixed, except when on board a moving platform such as a train.
In Non-Terrestrial Networks, the transmission equipment is on board the satellite/HAPS. 
· For geostationary systems, the transmission equipment is quasi static with respect to the UE with only small Doppler shift.
· For HAPS, the transmission equipment is moving around or across a theoretical central point but creates small Doppler shift.
· For non-geostationary systems, the satellites move relative to the earth and creates higher Doppler shift than for geostationary systems.
The Doppler shift depends on the relative satellite/HAPS velocity with respect to the UE, and on the frequency band. 
In term of Doppler shift, the worst case for NTN systems corresponds to non-geostationary systems, at lowest altitude (i.e. 600 km), where the speed of the satellite embedding transmission equipment is 7.5 km/s. 
As detailed in clause 5.3, assuming a worst case NTN terminal velocity of 1000 km/h:
· For LEO in S band (2 GHz): Up to +/- 48kHz Doppler Shift in downlink for the whole satellite coverage (spot)
· For LEO in Ka band (20 GHz): Up to +/- 480kHz Doppler Shift in downlink for the whole satellite coverage (spot)
The objective is to evaluate the impact of these high Doppler shifts specific to NTN systems on the synchronization performance with synchronization signals (PSS/SSS) defined for NR.
In NR, the SCS can be adjusted according to the carrier frequency between 15 and 240 kHz. 240 kHz applies only to synchronization signals.
The figure below shows the probability of successful detection of of PSS signals with respectively -10, -6 and 0 dB SNR values (-10/-6/0 dB), and a false error detection probability of 10^-2, for a SCS of 30 kHz:
[image: ]
Figure 1: Typical Detection probability of PSS at various SNR level for SCS of 30 kHz in flat fading propagation channel conditions
It can be seen from the above figure that at -6 dB SNR, up to 14 kHz Doppler shift can be accomodated. In such conditions the 95 % successful detection probability criteria is met. This performance can be extrapolated for other SCS value in the following table:

Table 1: Typical Doppler shift tolerance for different SCS value in flat fading propagation channel conditions
	SCS (kHz)
	PSS or SSS duration (µS)
	Max Doppler shift tolerance at -6 dB SNR (kHz)

	15
	66.67
	7

	30
	33.33
	14

	60
	16.67
	28

	120
	8.33
	56

	240
	4.17
	112



The table above demonstrates that the maximum Doppler shift in LEO systems exceeds the maximum Doppler shift tolerances of NR synchronization signals. It is therefore recommended to select the highest SCS value. This choice is also optimum to mitigate higher phase noise which typically increases with the frequency band.
Conversely, lower SCS value are best to mitigate the multipath effect. Therefore the recommended SCS value for the different frequency bands are:

Table XXX:
	Frequency band
	Recommended SCS value for cellular system
	Recommended SCS value for NTN systems
	Maximum Doppler shift tolerance at -6 dB of NR
	Maximum Doppler shift in NTN systems

	Below 1 GHz
	15 kHz, 30 kHz
	30 kHz
	-
	-

	between 1 GHz and 6 GHz
	15kHz, 30 kHz, 60 kHz
	60 kHz
	~28 kHz
	48 kHz

	above 24GHz and below 52.6GHz
	60 kHz, 120k Hz as well as 240 kHz but the latter is only applicable to synchronization signals
	240 kHz for PSS/SSS signals
120 KHz for other signals
	~112 kHz
	480 kHz




Actually, the Doppler shift amplitude to be compensated is less than the values in the table above because in satellite communication systems, all satellites whether GSO or NGSO generate multi beams and each beam foot print corresponds to a cell. The Max Doppler shift amplitude observed at the satellite coverage foot print edges will be reduced within each beam footprint. The lower the beam width, the less the Doppler shift amplitude. 

7.3.2.3.2 Assessment of conditions for NR operation in Non-Terrestrial networks
In case the number of beams is not sufficient to achieve a Doppler shift amplitude per beam that matches with the maximum Doppler shift tolerance of Table 2, 2 approaches could be considered:
· Doppler shift pre-compensation in NTN network infrastructure (on board or on ground) or in NTN enable UE (with a GNSS receiver);
· Search for PSS signal with different frequency carrier offsets.
7.3.2.3.2.1 Doppler shift pre-compensation 
A Doppler shift pre-compensation can be achieved per cell (beam foot print). Knowing the ephemeris of the LEO satellite and the foot print, specific frequency correction can be applied in each beam foot print by the NTN network infrastructure (on board or on ground).
Doppler shift pre-compensation can also or alternatively be achieved with the implementation of a GNSS receiver in the NTN enabled UE and the processing of ephemeris of the satellite constellation stored.
7.3.2.3.2.2 Search for PSS signal with different frequency offset 
For example in S band, the maximum Doppler shift is +/- 48 kHz. To fall back on +/-28 kHz residual error offset, different search could be run with k={-1;0;1}, and central frequency of search is: F . 
The same could be done in Ka band: the maximum Doppler shift is +/- 480 kHz. If SCS is 240 kHz, to get good performance, +/-112 kHz residual error offset should be obtained. In that case,  different search could be run with k={-2;-1;0;1;2}, and central frequency of search is: F . There is an increase of processing complexity by doing so, but for satellite, less frequencies have to be scanned compared to terrestrial. Hence the added complexity is limited and expected to be implemented in NTN terminals.
7.3.2.3.3 NR protocol impacts
To accommodate the high Doppler shift in non-Terrestrial networks during the cell synchronization procedure, different approaches have been introduced, none of them impacting NR technical specifications.
The first approach, is to implement multi beams each allocated a Cell Id’s within the NTN coverage area. Adjusting the number of beams for a given the carrier frequency, will enable to accommodate the maximum Doppler shift.
Alternatively, 2 approaches through specific implementation have been identified:
· The first alternative approach is to pre-compensate the Doppler shift in the NTN network infrastructure (on board or on ground) or in NTN enable UE (with a GNSS receiver).
· The second alternative approach is to perform PSS/SSS detection with different frequency offsets with a limited additional complexity in the UE, even for the worst case scenarios in the Ka band), where 5 searches may be required instead of a single one.



7.3.2.4 DMRS time
7.3.2.4.1 Problem statement
As analyzed in Section 5.3, the maximum Doppler variation rates during the field tests appeared in the scenarios of LEO at the altitude of 600 km, and are -544 Hz/s with carrier frequency of 2 GHz, -5.44 kHz/s with carrier frequency of 20Ghz and -8.16 kHz/s with carrier frequency of 30 GHz, where the maximum Doppler variation rate is the maximum slope (maximum derivative) of the Doppler shift curves. In NR network, there are up to 4 DMRS symbols per slot and the duration of one slot can be configured to 1 ms, 0.5 ms, 0.25 ms, 0.125 ms or 0.0625 ms, which correspond to the subcarrier spacing of 15 kHz, 30 kHz, 60 kHz, 120 kHz and 240 kHz respectively, as shown in Fig. 7.3.1.3-1. Table 7.3.1.3-1 summarizes the potential maximum Doppler shift in one slot in NTN based on the observed maximum Doppler variation rate during the field tests. As shown in Table 7.3.1.3-1, it is observed that the potential maximum Doppler shifts are up to 0.544 Hz with carrier frequency of 2 GHz in DL/UL, up to 5.44 Hz with carrier frequency of 20 GHz in DL and up to 8.16 Hz with carrier frequency of 30 GHz in UL. 
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Figure 7.3.2.4-1: Slot duration depending on µ configuration

Table 7.3.2.4-1 Potential maximum Doppler Shift in one slot in NTN
	Carrier frequency when the altitude of LEO satellite is 600km
	Maximum Doppler variation (Hz/s)
	Duration of one slot (ms)
	Potentiel maximum Doppler shift in one slot (Hz)

	2 GHz
(DL/UL)
	- 544
	1
	0.544

	
	
	0.5
	0.272

	
	
	0.25
	0.136

	
	
	0.125
	0.068

	
	
	0.0625
	0.034

	20 GHz 
(DL)
	-5440
	1
	5.44

	
	
	0.5
	2.72

	
	
	0.25
	1.36

	
	
	0.125
	0.68

	
	
	0.0625
	0.34

	30 GHz 
(UL)
	-8160
	1
	8.16

	
	
	0.5
	4.08

	
	
	0.25
	2.04

	
	
	0.125
	1.02

	
	
	0.0625
	0.51


 
In the existing LTE network, the frequency error at the UE side shall be within ±0.1 PPM observed over a period of 0.5 ms [7324-2]. In NR network, the frequency error at the UE side shall be within ±0.1 PPM observed over a period of 1 ms for carrier frequency over 6 GHz, and over a period of [TBD] for carrier frequency below 6 GHz [7324-9]. 
7.3.2.4.2 Assessment of conditions for NR operation in Non-Terrestrial networks
The frequency error corresponding to ±0.1 PPM is ±200 Hz with carrier frequency of 2 GHz, ±2 kHz with carrier frequency of 20 GHz and ±3 kHz with carrier frequency of 30 GHz. Compared to the requirement of frequency error at the UE side, the maximum Doppler shift in one slot in LEO scenarios during field test is negligible, see Table 7.3.2.4-1. This result is also valid for other configurations with higher DMRS density per time slot as configurable in 5G NR. Similar conclusion could be observed at the eNB side too [7324-10][7324-11]. 
7.3.2.4.3 NR impacts considerations
As a conclusion, no specification impact is needed for DM-RS positioning in time in NTN deployment scenarios because the maximum Doppler Variation in NTN is negligible compared to the minimum requirement of frequency error at both gNB and UE side in NR. 



7.3.3	Altitude of the space/aerial vehicles

7.3.3.1 HARQ	Comment by Nicolas: Description of solutions to be moved into a separate document
7.3.3.1.1 Problem statement
The hybrid automatic repeat request (HARQ) process is a very time-critical mechanism. This means that if HARQ-acknowledgment (ACK or NACK) is misaligned, this leads to false decision. HARQ operation becomes more critical at extremely long round-trip-time (RTT), i.e., as in case of NTN and extreme coverage scenarios. 
In satellite communication, the RTT normally exceeds the maximum conventional HARQ timers (after which an ACK is received) or the maximum possible number of HARQ processes (i.e., a flexible pool of parallel HARQ processes similar to LTE). This is also true even for low-earth orbit (LEO) constellations, where the RTT varies between 15 to 63 times longer than that of the terrestrial RTT [7331-8]. Thereby, simply extending the number of HARQ processes linearly to RTT induced by the satellite channel might not be feasible for some UEs due to memory restrictions and the maximum possible parallel processing channels [7331-9, 7331-10, 7331-12]. Thus, it is important to study the impact on NR HARQ operation for the NTN introduced delays. Figure 7.3.3.1-1 depicts the HARQ feedback RTT, i.e., from data retransmission time up to acknowledge reception at a bent-pipe satellite. The figure also shows the backhauling delay . 
[image: ]
[bookmark: _Ref500753515]Figure 7.3.3.1-1: Bent-pipe Satellite HARQ feedback operation with a maximum RTT (from sending a NACK until receiving a retransmission redundancy version (RV))

Assuming LTE as a base-line, the system efficiency is improved using multiple parallel HARQ processes, e.g., this was only 8 parallel HARQ processes until Rel. 14 and, thereafter, extended to 16 in Rel. 15 to accommodate eMBB and HRLLC multiplexing [7331-5]. For NR NTN satellite transmission, the number of HARQ processes has to be extended flexibly according to the induced RTT delay. Thus, the minimum required number of HARQ processes can be computed directly from the RTT delay of each satellite constellation, e.g., LEO, MEO and GEO, using the following formula [7331-8]
[bookmark: OLE_LINK2][bookmark: _Ref500752990]	  	(7.3.3.1-1)
where  is the minimum number of HARQ processes,  is 1ms assuming a reference numerology 15 kHz* subcarrier spacing, and  is the time duration between the initial transmission of one transport block (TB) and the corresponding ACK/NACK complete decoding. The latter () is depicted in Figure 7.3.3.1-2 considering the processing timers,  and , for decoding the TB and the ACK/NACK frame, respectively. In Figure 7.3.3.1-2, the propagation delay, , is computed as in Figure 7.3.3.1-1.     
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[bookmark: _Ref500753552]Figure 7.3.3.1-2: Timing diagram of a single HARQ process for a NTN with a single bent-pipe satellite in the link
The following table gives an overview of the number of the HARQ processes, , based on different satellite constellations, LEO, MEO, and GEO together with their RTT values.
[bookmark: Table1]Table 7.3.3.1-1: Minimum number of the HARQ processes, , assuming a 1ms slot duration for 15 kHz* reference numerology
	constellation
	Max. RTT
	Min. Possible # of HARQ Processes for 1 ms slot operation
	UE side feasibility

	Terrestrial
	16ms
	16
	Feasible

	LEO
	50ms
	50
	Possible

	MEO
	180ms
	180
	FFS**

	GEO/HEO
	500ms
	500
	FFS**


Note*: For higher subcarrier spacing (SCS) numerology 2k * 15 kHz, the possible number of the HARQ processes might be scaled by 2k. This will lead to much higher numbers than the reference numerology calculations; thus, requires further studies on the optimum number of HARQ processes. 
Note**: This needs to consider the impact on TBS/MCS values for NTN
Handling a higher number of parallel HARQ processes and its feasibility for NTN have been addressed in literature, e.g., [7331-8, 7331-9]. For HARQ timing process, synchronous HARQ is of less complexity compared to asynchronous approach, since it does not require encoding the HARQ processes IDs, e.g., in the DCI. However, asynchronous HARQ has more flexibility and lower latency for selected transmissions. Starting from LTE specifications, adaptive HARQ is used at least for DL; however, adaptation is simply done by requesting a specific HARQ redundancy version (RV) in each individual retransmission. In NR, asynchronous and adaptive HARQ is supported in both DL and UL. NR (already in Rel. 15) proposes some mechanisms to enhance the HARQ process. Table 7.3.3.1-2 lists some of these enhancements for HARQ-NR that should be considered in our study.
Table 7.3.3.1-2: List of HARQ Enhancements and features in NR
	HARQ feature
	DL/UL
	Advantage

	DL Asynchronous HARQ with adaptive timing
	DL (eMBB/URLLC)
	Asynchronous Incremental Redundancy Hybrid ARQ is supported. The gNB provides the UE with the HARQ-ACK feedback timing [7331-11].

	UL Asynchronous HARQ with gNB timing
	UL (eMBB)
	Asynchronous Incremental Redundancy Hybrid ARQ is supported. The gNB schedules each uplink transmission and retransmission using the uplink grant on DCI [7331-11].

	Adaptive HARQ-process ID
	DL/UL
	Set the HARQ process ID adaptively for UL/DL [7331-3, 7331-5, 7331-6]

	Flexible timing
	DL/UL
	The HARQ processing timing in the DCI at least includes delay between DL data reception timing to the corresponding HARQ-ACK transmission timing. It includes also the delay between UL grant reception timing to the corresponding UL data transmission timing [7331-3, 7331-6, 7331-11].

	Code Block Group (CBG)
	DL/UL
	The UE and the gNB bundle multiple transport blocks (TB) to be bundled with single HARQ-ACK with more than one bit. Collective HARQ reduces the HARQ acknowledgments feedback [7331-4, 7331-6]

	k-repetition
	UL
	In UL, an initial transmission is followed by k different repetition selected with different redundancy versions [7331-2, 7331-3, 7331-11]. However, no clear consensus on the DL operation so far. 

	Variable minimum HARQ processing time (UE side)
	UL
	For different UE capabilities, different minimum HARQ processing time can be configured for different UEs separately. Currently, 8 and 16 are supported among {2,4,6,8,10,12,14,16}


As described in Table 7.3.3.1-2, the NR HARQ enhancements, when adapted to NTN, will have direct impacts on either the UE or the gNB. We considered here, mainly, the UE impact due to long RTT. Thus, we should study the impact on UE and gNB separately. Thereafter, we identify two main possibilities for handling HARQ in NR-NTN integration, which need to be studied: 
· Further NR HARQ enhancements, by possibly increasing the number of HARQ processes and utilizing flexible HARQ timing: this should be considered to fit moderate NTN delays, e.g., supporting lower earth orbit constellations, which require high reliability (see Table 7.3.3.1-1). 
· Limiting the number of NR HARQ processes or disabling HARQ: this should be considered for extended NTN propagation delays, e.g., for higher earth orbit constellations.
Accordingly, the impact on the NR itself needs to be identified for each of the two previous cases separately, i.e., extended HARQ numbers or when HARQ is limited/disable.
7.3.3.1.2 Assessment of conditions for NR operation in non-terrestrial networks
In the following, we describe the impact on both the UE and gNB when HARQ is either enabled or disabled to fit larger NTN delays. 
UE impact due to long HARQ processing time
At the UE terminals, the multiple  processes need to be stored and handled in the NTN terminal memory. This leads to an extensive use of the device memory if similar multi-gigabit data rates, as in terrestrial systems, are to be supported for NTN. From the UE prospective, the amount of HARQ acknowledgments and re-transmission rates need to be studied with their impact on the UE power limitations. Hence, this may lead us to study further impacts and possible enhancements on the modulation coding scheme (MCS), transport block sizes (TBS) selection, and possible number of RVs. Furthermore, enhanced scheduling requests (SR) and buffer status report (BSR) are also impacted by the HARQ total latency.
gNB impact due to adaptive NTN HARQ operation
In adaptive HARQ process, the base-station is able to indicate a certain redundancy version number, i.e., RV1, RV2, …, to be transmitted to or by the UE. Currently, the required RV number is contained in the control/ACK/NACK information of either DL or UL. Although this mechanism guarantees minimum retransmission trials; however, it is important to study and evaluate the impact on the amount of feedback (indicating the estimated number of bits) needs to be transmitted to retrieve a specific RV. Hence, the direct impact on the gNB needs to be studied as well.
The following describes in details some of the NR existing features that can be supported and extended to fit NTN HARQ assuming two main possibilities:
Further HARQ extension supporting NTN: 
As stated before, for NR-NTN integration with low to moderate delay use-cases, an asynchronous and adaptive HARQ needs to be considered to satisfy a target reliability if needed. For this to work, we need to study utilizing/extending NR existing enhanced HARQ mechanisms. Hence, the impact on each mechanism can be analyzed. For example, the following suggestions and impacts can be studied with HARQ enabled for NTN:
· Extending the minimum HARQ processes number:
It is agreed in NR to supports flexible number of HARQ processes  to support different use-cases with moderate RTT delays, e.g., satellites with MEO and LEO constellations as well as extreme coverage. Originally, NR supports 8 and 16 HARQ processes as a base-line. However, for NTN integration the impact and the extension of the number HARQ processes need to be studied (based on an analysis similar to that in Table 7.3.3.1-1) to support the NTN scenarios with long RTT. Therefore, it is necessary to further study the optimal extension of the  and study whether Eqn. (7.3.3.1-1) is still optimal for computing the number of HARQ processes. 
· Flexible HARQ timing:
The HARQ processing timing in the DCI at least includes delay between DL data reception timing to the corresponding HARQ-ACK transmission timing in UL. It includes also the delay between UL grant reception timing to the corresponding UL data transmission timing [7331-1]. This should also be impacted by the satellite delays, where it needs to be studied and modified in the corresponding DCI control field/format.
· Adaptive HARQ-process ID:
For asynchronous HARQ to support retransmission, it can be scheduled at any time slot after N subframes, where N is the configured number of HARQ processes. Therefore, the HARQ-process ID is used to indicate which HARQ process refers to an existing transmission [7331-3, 7331-6]. Hence, it is important to study how to efficiently introduce more HARQ processes with less impact on the number of NR HARQ processes IDs. 
· code block group (CBG) aggregation for reduced HARQ acknowledgements 
In NR, code-block group (CBG) aggregation is supported, where data transmission can be scheduled to span one or multiple code-blocks (CB). For each of such multiple aggregations, one HARQ feedback is sufficient to be transmitted for all aggregated code-blocks (CBs) [7331-3, 7331-6]. This can significantly reduce the number of the HARQ processes and HARQ feedbacks. Therefore, impact of NTN longer delays needs to be considered for CBG, and whether aggregation among TBs (rather than CB) can enhance the HARQ in this case or not.
Limiting the number NR HARQ processes or disabling HARQ:  
As described in section 7.3.3.1.1 and calculated in Table 7.3.3.1-1, for some satellite constellations, the number of HARQ processes is too high, e.g., GEO can reach 500 HARQ processes for a 1ms subframe length. In this case, mechanisms should be studied to reduce the number of the HARQ processes significantly. In some cases, we might need to disable HARQ completely and allow only the initial transmission, RV0. 
The HARQ deactivation/(re)-activated (and/or switching to ARQ) can be initiated either by the gNB or by the UE [7331-13, 7331-14]. This can be done dynamically (e.g., per transmission of one or more transport block(s)) or semi-statically (e.g., deactivation for a period of time or over a region). Hence, different mechanisms and metrics are needed to judge enabling or disabling of HARQ, e.g., the UE QoS, memory size, round trip time, network type, or transport block size, etc. Hence, it is important to study the impact on NR for HARQ disabling (e.g., impact on the TBS, MCS, etc.). It is also important to consider the following HARQ reliability mechanisms to support disabling HARQ:
· HARQ-less operation and redundancy transmission
As designed before for LTE, TTI bundling and HARQ-less repetition (LTE Rel 15), can be used to avoid retransmission completely; therefore, reduction of the large number of required HARQ processes or excessive HARQ feedback. In NR release 15 –December freeze – it was also agreed upon a similar mechanism for UL, the k-repetition [7331-3, 7331-4, 7331-6]. Those k repetitions can be similar to the initial transmission or following certain RV sequence [7331-9]. For current NR, bundling and repetition are supported in time domain. Therefore, the impact on repetition value k, rate reduction (i.e., 1/k), and the TBS/MCS tables need to be studied.
· Utilizing terrestrial dual-connectivity
In case of deactivated HARQ, when it is required to guarantee a certain QoS, the HARQ operation can still be resumed (with a reduced latency) utilizing a dual-connectivity (DC) with a ground station (gNB) in a terrestrial network offloading scenario. The ground gNB might be backhauled using a satellite reliable link or lose-less connection to the network. Once the UE is in the coverage of a terrestrial node together with the NTN node, the initial transmission can be sent over the NTN link, while HARQ retransmissions (other RVs) and HARQ ACK/NACK feedbacks can simply flow over the terrestrial links (i.e., rather than the longer delay NTN links). In other scenarios, rather than a network offloading scenario, dual connectivity can gain performance utilizing L2 aggregations, e.g., PDCP aggregation. Hence, it is important to further study the impact on NR HARQ operation in case of DC with an existing terrestrial gNB to include HARQ redundancy decoding at physical layer and/or L2 aggregation if possible. The impact on HARQ timing, number of HARQ processes, and the HARQ process ID/synchronization need to be identified in this case. See Figure 7.3.3.1-3 for more details.
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[bookmark: _Ref500753968]Figure 7.3.3.1-3: The HARQ RVs are transmitted to the gNB via a satellite (or non-satellite) backhauling network. The gNB transmits the RVs to the UE upon HARQ negative acknowledgement NACK
Any of the previous NR mechanisms, e.g., HARQ-less repetitions, dual-connectivity, can be studied with HARQ being disabled or enabled.

7.3.3.1.3 NR impacts considerations
It is required to study the impact on NR HARQ (including all NR HARQ enhancements techniques specified in Rel. 15) due to the long RTT delay of a non-terrestrial network when integrated with NR. At least, there are two main possibilities which can be studied to enhance the HARQ operation in case of long delays with some impact on NR operation and its mechanisms. These two options are:
Enhancing existing HARQ operation to extend the HARQ processing accommodating low to moderate NTN RTT/delays. Here it is important to study the impact on the possible HARQ processes numbers, HARQ timers, HARQ-process IDs, number of RVs, and possibility for bundling. These mentioned items will have a direct impact on the UE, e.g., memory and power limitations, so do an impact on the gNB signalling and feedbacks for large number of UEs.
Limiting HARQ capabilities and/or disabling HARQ for long RTT delays. Hence, it is important to study the direct impact on NR due to HARQ disabling including, e.g., switching on/off the HARQ with possible metrics, the target BLER/QoS, the MCS/TBS selection, etc. It is also important to consider a backup mechanism (from NR) to support high QoS requirements in an attainable RTT delays. This should include, e.g., HARQ-less repetitions (and its impact on the data rate) and utilizing terrestrial-NTN dual-connectivity (and it impact on the used timers). 

7.3.3.2 MAC/RLC Control loops
7.3.3.2.1 Problem statement
UE operating in GEO satellite access networks can experience a one-way propagation time of 240 ms at the minimum, 270 ms at the maximum between UE and satellite base station.  The base station can observe the acknowledgement of packets sent to the UE only after the round trip plus some processing time, which is more than ½ second later.  Similarly the UE can observe acknowledgement for its packet sent to the base station in about the same time interval.   ARQ requires that the transmitted packets be buffered in anticipation of potential packet loss and released only after the successful receipt of an acknowledgement, or until a time-out mechanism reinitiating a retransmission.  The long round trip delay requires larger transmission buffer, and potentially limits the number of retransmission allowed for each transmitted packets in both the forward and return link. 
For a LEO satellite systems with a typical 600 km orbit, the one way propagation delay changes continuously between 2 ms when the satellite is directly overhead, and 7 ms when the satellite at first appears in view and at last disappears at horizon.  Because it is a continuously changing variable, the ARQ transmit buffer size, and retransmission mechanism must be designed for the worst case, which is about 14 msec round trip plus additional processing time.  While this is considerably better than GEO systems, it is far longer than the terrestrial only UE or base station expects.
 
7.3.3.2.2 Assessment of conditions for NR operation in Non-Terrestrial networks
For efficient ARQ operation in GEO or NGSO satellite networks, NR UE and base stations must size their transmission buffer and the retransmission time-out mechanism according to the longest round-trip delay to be anticipated.  The number of retransmissions allowed before a packet is dropped from the retransmission buffer may also be adjusted.

7.3.3.2.3 NR impacts considerations
No impacts on the ARQ protocol itself, except parameter sizing needs to account for the longer delay of the NTN network.  



7.3.3.3 Physical layer Control loops
7.3.3.3.1 Problem statement
As mentioned in section 7.3.3.2.1, UE operating in GEO satellite access networks can experience a one-way propagation time up to 270 msec. Using LEO satellite access network with 600 km orbit, the one way propagation delay changes continuously between 2 ms, and 7 ms. The slow reaction time hassome performance impact on most control loops including frequency, timing adjustments, power control, adaptive modulation and coding (ACM).
7.3.3.3.2 Assessment of conditions for NR operation in Non-Terrestrial networks	Comment by Nicolas: What about power control ?
While slower reaction on the control loops affect the performance of all the control loops between UE and base station, most of them requires some adjustments in implementation, but not fundamentally different design.  For example, initial acquisition of frequency and frame timing may takes considerably longer, as each hypothesis test will take longer.  But, the search algorithms are the same.  Doppler frequency and frame timing caused by satellite motion for GEO is smaller than the typical vehicular motion, and can be accommodated by margin if needed.  The Doppler caused by LEO satellite motion is greater, but is predictable.  The base station may be able to pre-compensate for a given beam at the beam center on a satellite, such that the algorithm in the UE designed for terrestrial application can accommodate the additional differential Doppler.
While the link margin may be different for specific links and systems depending on applications, satellite power is typically at a premium.  Due to the large free space loss and limited e.i.r.p. and battery power available at UE, power margin is also limited for mobile terminals.  Thus, a very limited amount of power control, if at all, is available for the GEO satellite links. If available, the power control will not be able to track fast fading, but to the extent available may be used to track slower power variations due to the long delay in the loop.  Connectivity is maintain through ACM by using a lower code rate and/or if possible, a lower order modulation if available.  When the ACM option is exhausted, link outage results.  Similarly, when more power is available, higher code rate or higher order modulation is used for more bandwidth efficiency.  For Ka-band satellites, ACM is an essential tool that maintains connection through rain fades, which typically changes somewhat slower than the ½ second round trip delay.  It generally works well with some hysteresis to avoid excessive oscillations between two ACM modulation coding modes.  But, this reaction time is too slow for ACM to adapt for changes of signal strength for mobile terminals when line of sight is interrupted by shadowing.
For GEO systems in S-band, the main issue is multipath fading, which can be much faster than ½ second round trip delay.  As such, ACM will not be able to follow it.  ACM algorithm typically attempts to settle on a modulation coding mode that closes the link if possible, by giving up some power to maintain a margin.
For LEO satellites, ACM may also be used to adapt for the large variation of free space loss.  The variation is sufficiently slow compared to the 20 ms worst case round trip delay.  It should also be able to react to shadowing fades to a large extent, but still unable to follow fast fading.

7.3.3.3.3 NR impacts considerations
Longer round trip delay can either be pre-compensated with respect to the beam center based on satellite ephemeris data in the case of high Doppler change due to fast LEO satellite motion, or by providing necessary power margin to accommodate fast fading in the case of ACM.


7.3.4	Cell size (Beam foot print)

7.3.4.1 PRACH and Random access 
7.3.4.1.1 Problem statement
The RTT in NTN can be much larger than the RTT in terrestrial network as analyzed in Section 5.3. Therefore, it is necessary to consider its impact on PRACH and random access procedure. As shown in Figure 7.3.4.1-1, for one given beam covering a cell, there is one common propagation delay for all served UEs and one relative propagation delay for each served UE. If the common propagation delay can be compensated, then the NTN PRACH signal design will depends on the relative propagation delay, which is limited up to 200km in current specifications regarding TA range. However even if only the difference value left, a NTN PRACH signal design and PRACH procedure design are still needed since the common propagation delay could be thousands of kilometers which cannot be ignored. 
[image: ] 
Figure 7.3.4.1-1: NTN systems, new geometry and the cell size.
7.3.4.1.2 Assessment of conditions for NR operation in Non-Terrestrial networks
Random Access Response 

For non-terrestrial networks, the round-trip time can be much larger than the round-trip time in terrestrial networks (up to 600 ms for the case of GEO satellites, with bent pipe architecture). However the current window for the PRACH response in NR, which starts at  symbols after transmitting the last symbol of the preamble and has the size of “rar-WindowLength”, cannot cover this round-trip time [7341-a]. Therefore, the random access response window length in NR should be revisited to accommodate the round-trip time of NTN. However, extending the RA response window size causes in the existing procedure introduces unnecessary UE monitoring intervals thus more power saving due to large propagation delay in NTNs. Therefore, the solution to handle long propagation delay with the consideration of power saving at the UE side needs to be further studied.
PRACH Sequence and Format 
Considering that the cell size of NTN HAPS is not extremely large, the current NR preamble format design should be enough to support HAPS. The current NR preamble format design should be enough to support HAPS but for Satellite it needs to be revisited [7341-a][ 7341-b][ 7341-d][ 7341-e][ 7341-g]. As shown in Figure 7.3.4.1-1, the difference d3 = d2 – d1 depends on the elevation angle, as listed in Table 7.3.4.1-1. 
Table 7.3.4.1-1 Differential delay d3 = d2 – d1 vs. satellite elevation angle
	[degree]
	cell radius () [km]
	d3 [km]

	10
	200
	390

	20
	200
	372

	30
	200
	343

	40
	200
	303

	50
	200
	254

	60
	200
	197

	70
	200
	134

	80
	200
	67



Clearly, the difference d3 exceeds the maximum cell coverage supported by the NR preamble format of 2x 100 km for satellite elevation angles below 60 degrees. In such a case, NR preamble format needs to be extended for NTN system considering different footprint of NTN cells. So it should be further studied if new random access preamble format is needed for spaceborne vehicles. 

To mitigate the impact of the long propagation delay on PRACH, we have three options:
· Option 1/ GNSS based technique: With accurate geolocation and time, for example by using GNSS receiver to determine its position and the universal time, a UE is able to estimate the propagation delay and hence adjust the transmit time of PRACH accordingly so that it is received by the gNB within a specific PRACH reception window. As a result, NR PRACH design principles or even NR PRACH waveforms can be directly used [7341-c]. Otherwise, at least differential delay needs to be considered and NR PRACH design principles need to be revised. 
· Option 2/ non-GNSS technique: The network informs UEs about a common propagation delay d1 to be compensated. The common propagation delay could also be h in Figure 7.3.4.2-1 when the UE locates at the Nadir distance corresponding to the vertical footprint. The UEs use this information to compensate the PRACH transmit time so that PRACH from UEs within the beam are received by gNB more or less in same time window. Actually, the common response delay can be roughly estimated at the BS side when the NTN is deployed. For example, when a satellite is deployed, its altitude information should be determined and accessible by itself. Then, the propagation delay can be estimated based on its altitude. The rest issue is how to inform the UE about the propagation delay information in practice. Since the UE needs to acquire this information before preamble transmission, the propagation delay information can be added to a system information block (SIB). When the UE decodes PBCH, it can obtain both the delay information and the RA response window size. However, some differential delay due to cell size and other relative delay due to UE mobility still exist. The delay due to UE mobility can be considered negligible with respect to NTN vehicle motion. 
· Option 3: Combination of Option 1 and Option 2.
The effect of the residual differential delay may be mitigated as follows:
· Case 1: NTN differential delay ≤ Max currently specified NR PRACH CP duration 
In this case no change is required to the specified NR RACH procedure.
· Case 2: NTN differential delay > Max currently specified NR PRACH CP duration 
In this case different solutions are possible, such as: 
· New PRACH format to allow for longer delays. e.g. extension of PRACH sequence length 
· Use of larger PRACH reception window compared to terrestrial networks, depending on the expected satellite/gNB beam coverage area
RACH Procedure
For PRACH procedure, huge propagation delay [66.7μs, 120ms] [3] corresponding to BS heights [8km, 35786km] will lead to long RA response procedure [7341-f][7341-g]. As a result, it is necessary to shorten the RA transmission/retransmission delay and design an NTN-specific RAR window based on the given BS information to make the UE efficient and power saving.
7.3.4.1.3 NR impacts conclusions
Regarding NR PRACH waveform/format, if using GNSS based techniques at the UE side and/or the maximum differential delay is no more than 200 km, then NR PRACH waveform/format is applicable; otherwise there will be potential NR impact and new PRACH waveform/format may be needed. 
Regarding NR random access procedure, there will be potential NR impact for performance optimization in terms of 
· Random access time reduction (e.g. 2-step random access).
· RACH procedure enhancement considering extended RAR window, UE power consumption and information interaction.
· Including but not limited to Tx power ramp up and number of PRACH transmission before monitoring the response from the network.

7.3.4.2 TA in Random access response message	Comment by Nicolas: Thales: to  reduce to 2 pages
7.3.4.2.1 Problem statement
The Timing advance mechanisms as implemented in NR ensures that transmissions from all UEs operating in the same cell  are synchronized when received by the same gNB. 
A timing advance (TA) command is provided to the UE in a random access response (RAR) message during initial access, as well as later, to adjust the uplink transmission timing for PUCCH/PUSCH/SRS. TA adjustment has been analyzed in chapter 7.3.X.X. In 3GPP terrestrial cellular network, the TA command contributes defining a maximum cell radius which corresponds to the maximum distance between an UE and the serving base station (gNB in 5G RAN). It also corresponds to the maximum differential distance between two UEs served by the same base station, within the same cell.
For NTN system, the TA mechanism as specified in 3GPP is reused. This clause focuses on the TA command extracted from RAR message during initial access as it contributes defining the maximum differential distance between two UEs served by the same satellite / HAPS within the same beam, provided compatible elevation angles. Once these parameters have been set, the diameter of the beam foot print can be estimated.
The TA range as provided in the RAR message corresponds to the maximum cell radius for a terrestrial cellular network is reused. The corresponding field is 12 bits long, according to 3GPP TS 38.321 [7342-4], and could represent a theoretical TA value up to 4096. Note that 3GPP TS 38.213 v15 [7342-1], section 4.2, in the case of random access response – and not timing adjustment - , in the timing advance commands, currently restricts the upper TA value to 3846.
 The timing advance () is given by:

where   is the subcarrier spacing configuration corresponding to a subcarrier spacing of ) kHz.  is indexed by TA and TA range is 0, 1, 2, …, 3846.
Table 7.3-1: Terrestrial link distance for 5G NR in FDD mode.
	Subcarrier spacing 
	15 kHz
µ= 0
	30 kHz
µ= 1
	60 kHz
µ= 2
	120 kHz
µ= 3
	240 kHz
µ= 4
	480 kHz
µ= 5

	Link distance (with max TA = 3846) (km)
	300 
	150
	75 
	37.5 
	18.75 
	6.2 



Regarding link distance, the geometry is radically different between terrestrial network, where gNB is close to the ground, and NTN systems, where the antenna is at high altitude:
[image: ]
Figure 1: Terrestrial network, maximum cell radius
For terrestrial system, the maximum TA is designed to handle the radius of the cell, which corresponds to the maximum link distance, namely d3 in the figure 1. This radius also corresponds to the maximum differential distance between two UEs served by the same base station (gNB in 5G RAN) within the same cell.
For NTN systems, d1 is no more negligible compared to d3 especially for LEO and GEO deployments. 
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Figure 2: NTN systems, new geometry
For a given beam covering a cell, the maximum differential distance, the minimum slant range d1 and corresponding minimum delay needs to be taken directly into account in the gNB. For NTN systems, knowing in real time the position of the satellite/HAPS allows computing the minimum distance within the gNB between the ground and the satellite/HAPS (d1) and remove it for range computation: in this case, if for terrestrial system d3 = d2 – d1 is limited up to 300 km, then for NTN systems, d2 is limited to d2 = d1 + d3 = d1 + 300 km. Depending on d1 and the position of the satellite/HAPS relative to the cell, this will lead to various d3 values, all of them should be lower than 300 km.
Using the maximum differential distance d3, it means that d2 can go up to d1 + 300 km with current specifications regarding TA range. 
The so named maximum cell size   , corresponds to the satellite / HAPS beam foot print diameter and is obtained by the following expression: 
  
With:   
 or 
 : slant range that relates to the elevation angle  and the NTN vehicle (space or aerial) altitude 
The model as depicted in the Figure 2 enables good estimations of the distances a1, a2 for GEO, MEO, LEO cases. For lower altitudes, such as for HAPS, as it does not take into account the Earth curve, the model leads to overestimate the distances a1, a2. Nevertheless, this model is relevant for the impacts analysis.

Computation of a slant range
To compute the slant range, i.e. the distance between the satellite and the NTN UE, the following formulae is used:

With:
S, is the position of the Satellite / the HAPS
M, is the position of the NTN UE
O, is the Earth Center
D = SM, is the slant range (distance between the satellite and the NTN UE)
RT, is the Earth Radius
Hs , is the Satellite Altitude 
, is the elevation angle of the considered point with respect to the satellite
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Figure 4: System Geometry for slant range computation

Computation of the maximum differential distance
The maximum differential distance  is computed according to the formulae:
 
With:
 : timing advance, previously described
 : Offset to apply in TDD mode. Set to Zero for FDD mode, assuming there is not any NR-LTE coexistence, according to 3GPP TS 38.133 [7342-3]. Even if it is not set to zero, the maximum differential distance (in meter) does not change significantly but after the 3rd decimal, for a NTN vehicle deployment.
  : Basic time unit for NR as specified in 3GPP TS 38.211 [7342-2]
 is the light speed

As examples, the Table 7.3-2 estimates the maximum cell size (diameter) , the minimum sland range d1 and the minimum elevation angle , for several sets of given slant ranges d2 and elevation angles , with respect to the maximum differential distance (300 km). These results obtained when compensating in the gNB the differential distance/delay shown are sufficient for a satellite deployment. Note that for MEO and LEO, the elevations angles may change while the satellite is moving over the UEs.
For LEO, MEO and GEO deployments, the computation of differential distance/delay is necessary.
Table 7.3-2: Maximum cell size and Minimum  estimations when is given - GEO/MEO/LEO cases
	NTN vehicle altitude orbit
	Min Elevation angle  (deg)
	Slant range d2 (km)
	Max Differential distance d3 = d2 – d1 (km)
	Maximum cell size Smax (km)
	Max Elevation angle  (deg)
	Slant range d1 (km)

	GEO (at 35 786 km)
	10°
	40 581.18
	300 km
	304.66
	10.08
	40 281.18

	MEO at 10 000 km
	10°
	14 014.66
	300 km
	304.73
	10.22
	13 714.66

	LEO at 1500 km
	10°
	3 646.26
	300 km
	305.05
	10.91
	3 346.26

	LEO at 600 km
	10°
	1 931.64
	300 km
	305.50
	11.86
	1631.64



For HAPS, operating in S-band and according to the results of Table 7.3-3 below, the computation of the minimum differential distance is not necessary and this technique could be avoided as d1 is limited (about 20 km) and the gain is negligible. In other word, to the maximum differential distance and delays of the cell covered by an HAPS beam, conform to the TA as specified in 3GPP and the deduced maximum differential distance. The maximum cell size stands for cell diameter. 

Table 7.3-3: Slant ranges, maximum cell size and S-Band compatible SCS for given elevation angles - HAPS cases, at 20 km altitude
	NTN vehicle altitude & orbit
	Elevation angle  (deg)
	Slant range d2 (km)
	Elevation angle  (deg)
	Slant range d1 (km)
	Differential distance (km)
	Compatible SCS (kHz)
	Maximum cell size Smax (km)

	HAPS
	5
	195.44
	90
	20
	175.44
	15
	194.70 

	HAPS
	10
	109.90
	90
	20
	89.90
	30, 15
	108.23 

	HAPS
	12
	93.08
	90
	20
	73.08
	60, 30, 15
	91.04

	HAPS
	15
	75.66
	90
	20
	55.66
	60, 30, 15
	73.08

	HAPS
	20
	57,80
	90
	20
	37.80
	60, 30, 15
	54.32



For S-band, the compatible SCS is retrieved from the Table 7.3-1, for a given Link distance set to the Differential distance as computed in Table 7.3-3, with respect to SCS value defined for NR operating bands in FR1 (Frequency Range 1: 450 MHz – 6000 MHz) as specified in 3GPP TS 38-101-1 [7342-5].

7.3.4.2.2 Assessment of conditions for NR operation in Non-Terrestrial networks
With latest evolution of the 3GPP NR specifications on max TA range, terrestrial cell radius and therefore, the differential distance between two UEs served by the same beam, could go up to 300 km, depending on the configured SCS. 
For HAPS, without using the differential delay, the NTN deployment is feasible re-using TA as defined in the 3GPP specifications [7342-1] [7342-2] [7342-3] [7342-4].
For LEO, MEO and GEO deployments, differential delay / distance need to be compensated within the gNB, per cell (i.e. beam), before sending it to the UE that has requested a RACH, in order to not overcome the maximum TA value as specified in 3GPP NR specifications. With respect to this objective, delay compensation scheme may be used: the TA sent in the RACH response by the network includes the removal of this fixed delay. Of course, in case of moving satellite, this fixed delay needs to be updated by taking into account the propagation time of the information. 
So, for GEO and LEO deployments, depending on the elevation angle, the current TA design as specified in 3GPP related NR specifications, is sufficient to cover a 300 km maximum differential distance, in order to serve UEs within a NTN beam foot print.
By using Delay compensation techniques (such as Global Navigation Satellite System based) in the UE and the knowledge of the ephemeris of the satellite by the UE, the TA can be computed and applied by the UE, leading to no impact on TA range definition, and no limit on maximum differential distance for NTN system (and no need to compensate in the gNB for the differential delay).

7.3.4.2.3 NR impacts considerations
No impacts are foreseen given that:
· For the HAPS deployment scenarios in S-band, the maximum differential distance between two UEs should be lower than the value authorised by the S-band compatible SCS value. In other words, the deduced cell diameter (beam foot print size) should be lower than the maximum deduced value authorized by the SCS. 
· For LEO, MEO and GEO deployments:
· The TA range extracted from RAR message during initial access as per [7342-1], allows to support a maximum differential distance authorised by the SCS value, by compensating the differential delay in the gNB. 
· If maximum differential distance between two UE served by the same satellite within the same beam is larger than the maximum differential distance authorised by the SCS value, a Delay compensation technique can be implemented in the UE which can then determine the TA to be a priori applied. The Delay compensation technique can be based on the use of Global Navigation Satellite System based receivers in the UE or alternative techniques to be further studied.
Note that the SCS value is a configurable item of the NR, specified per Frequency Range.


7.3.5	Propagation channel

7.3.5.1 DMRS frequency

7.3.5.1.1 Problem statement
For PDSCH, the mapping to physical resources of the Demodulation reference signals is described in chapter 7.4.1.1.2 of 3GPP TR 38.211 V15.0.0 recalled below. There is either one DM-RS symbol per slot or 2 in consecutive OFDM symbols within a slot. The resource elements of this DM-RS symbol are scattered over different subcarriers according to two configuration types.
In configuration type 1, DM-RS symbols are inserted every 2 subcarriers in PDSCH. In configuration type 2, DM-RS symbols are inserted every 5 subcarriers in PDSCH. 
Table 7.3.6.1-1: Minimum coherence bandwidth of PDSCH supported for a given SCS value 
	
	Minimum supported coherence bandwidth  (assumed no orthogonally required) (kHz)

	SCS (kHz)
	Configuration type 1
	Configuration type 2

	15
	30
	75

	30
	60
	150

	60
	120
	300

	120
	240
	600



For PBCH, the mapping to physical resources of the Demodulation reference signals is specified in Table 7.4.3.1-1 of TS 38.211. DM-RS are inserted every four subcarriers in PBCH on all OFDM symbols. 
For PDCCH, the mapping to physical resources of the Demodulation reference signals follows the formula of chapter 7.4.1.3.2 in 38.211 V15.0.0 shown below, the DM-RS symbols are inserted every 4 subcarriers as for PBCH:	Comment by Nicolas: May be remove text cooued from other TS. Just provide reference


Table 7.3.6.1-2: Minimum coherence bandwidth of PBCH/PDCCH supported for a given SCS value 
	SCS (kHz)
	Minimum supported coherence bandwidth (kHz)

	15
	60

	30
	120

	60
	240

	120
	480



The minimum coherence bandwidth for each NTN deployment scenario can be computed with the following formula:
Minimum coherence bandwidth = 1/(alpha *delay spread)
with alpha being a constant between 1 and 50. As a worst case, it is set to 50 for the DM-RS mapping selection. The maximum delay spread depends on the UE antenna directivity.
Table 7.3.6.1-3: Maximum delay spread and minimum coherence bandwidth for each deployment scenario 
	
	D1, GEO, Ka band
	D2, GEO, S band
	D3, LEO, S band
	D4, LEO, Ka band
	D5, HAPS, S band

	Maximum Delay spread (ns)
	10
	100
	100
	10
	150

	Min coherence bandwidth (Note 1 & 2)
	>> MHz
	200 kHz
	200 kHz
	>> MHz
	133 kHz



Note 1: In Ka band, typical antenna directivity is taken into account in the delay spead estimate
Note 2: In S band, delay spread in satellite scenarios is lower than in HAPS scenario, because the min operating SNR is lower which leads to discard largest delay spread.

7.3.5.1.2 Assessment of conditions for NR operation in Non-Terrestrial networks
For S band, the minimal coherence bandwidth has been computed with the formula in the previous clause and an alpha value corresponding to a theoretical worst case (Alpha set to 50). Therefore the results show that any SCS value below 60 kHz allows to accommodate the frequency selectivity of the channel. However, higher SCS value may also be used under specific operational conditions (e.g. modem performance, minimum elevation angle, link margin etc.).
For Ka band, in case of terminals with dish antenna pointing at the satellite, the minimal coherence bandwidth is above 256 MHz. Therefore, the current distribution of DM-RS symbols in frequency is sufficient to estimate frequency selectivity of the channel.

Table 7.3.6.1-4: Constraints on the selection of SCS value for each deployment scenario 
	
	D1, GEO, Ka band
	D2, GEO, S band
	D3, LEO, S band
	D4, LEO, Ka band
	D5, HAPS, S band

	SCS value selection constraints
	No
	< 60 kHz (worst case)
	< 60 kHz (worst case)
	No
	< 60 kHz (worst case)




7.3.5.1.3 NR impacts
Enhancement to NR specifications may not be needed as long as recommendation from Table 7.3.6.1-4 are followed regarding SCS choice constraints.


7.3.5.2 Cyclic prefix

7.3.5.2.1 Problem statement
Originally, the New Radio Cyclic Prefix (CP) has been dimensioned for terrestrial transmissions characterisd by high delay spread due to multi path propagation. This clause describes selection criteria of the CP that need to be addressed when considering using New Radio in Non-Terrestrial Network deployment scenarios. 

7.3.5.2.2 Assessment of conditions for NR operation in Non-Terrestrial networks
Delay spread in satellite propagation channels
Signal echoes are associated to the presence of indirect rays that reach the receiver antenna and carry a significant energy with respect to the energy of the direct ray.
ITU-R recommendation [7352-1] defines for the 2 GHz band three parameter sets of wideband models, including LOS and NLOS cases, applicable for an elevation range from 15 to 55° and for urban, suburban and rural environments. The delay spread of these three parameter sets ranges between 180 ns to 250 ns, whereas the 250 ns are stated to cover 90% of the cases. 
For higher elevations than 55°, we assume that the delay spread of the satellite channel will be in the same range or even lower due to the traveling distances of the echoes arriving at a receiver.
Few papers are available on delay spread measurements in Ka-Band. Reference [7352-3] is stating the coherence bandwidth to be 30 MHz at 40 GHz with omnidirectional antennas. According to [7352-4], the coherence bandwidth (Δ f)c of a channel with maximum delay spread Tm is 
(Δ f)c ≈ 1 / (5T)
For the stated coherence bandwidth in [7352-3], this results in a maximum delay spread of Tm = 25 ns for omni-directional antennas. For directional antennas, echoes with significant delay are normally filtered out by the antenna radiation pattern, so flat fading can be assumed for Ka-band signals.
CP length defined in NR
The possible CP lengths currently defined for New Radio [7352-6] are summarized in the following table:
Table <x>: CP lengths and minimum/maximum RF bandwidth of NR as currently defined in [7352-2]. 
	Subcarrier spacing (SCS) configuration parameter  µ
	SCS [kHz]
	normal CP length [µs]
	extended CP length [µs]

	0
	15
	4,688
	Not defined

	1
	30
	2,344
	Not defined

	2
	60
	1,172
	16,67

	3
	120
	0,586
	Not defined

	4
	240
	0,293
	Not defined



7.3.5.2.3 NR impacts considerations
It is observed that lower numerologies (µ= 0, 1) are associated with CP lengths exceeding the requirement of NTN, resulting in a slightly reduced spectral efficiency due to the over-dimensioned CP (e.g. overhead is for µ= 0: (4.688µs - 0.25µs) / 66.67 µs = 6.7 %). 
High numerologies (µ= 3, 4) result in a CP lengths, which are well matching to propagation characteristics in Ka-Band.
The extended CP for a SCS of 60 kHz is not required, because it is significantly larger than required for satellite applications.
Enhanc ement to NR specification is not expected for NTN applications due to the NTN channel model delay spread compatible with the existing specified CP values.

7.3.6	Spectrum
7.3.6.1 FDD/TDD Duplexing mode
7.3.6.1.1 Problem Statement
Most of the existing satellite systems operates in the frequency bands designated for FDD mode, with defined transmit direction.  For some frequency bands, TDD mode is possible. In any case, the NTN access will have to comply with coexistence constraints (e.g. spurious emission) as set by regulators or relevant standardization organizations to prevent interference with other systems operating in adjacent frequency bands or within the same frequency band.
When considering TDD mode, a guard time is necessary to prevent UE to simultaneously Transmit and reception. This guard time directly depends on the propagation delay between UE and gNB. This guard time will directly impact the useful throughput and hence the spectral efficiency.
When considering Non-Terrestrial networks, this guard time should commensurate the round trip delay.	Comment by Nicolas: To be reviewed
Guard time would range between 2 x 7 ms for LEO at 600 km and 2 x 270 ms for GEO satellite access networks since NTN terminals can experience a one-way propagation time of
· 240 ms at minimum and 270 ms at maximum between UE and satellite base station for GEO
· 2 ms at minimum and 7 ms at maximum between UE and satellite base station for LEO at 600 km altitude
Such excessive guard time would lead to a very inefficient radio interface especially in GEO or even MEO based access.
It may be acceptable in the case of LEO access system with the need to deal with the variable delay.

7.3.6.1.2 Assessment of conditions for NR operation in Non-Terrestrial networks
The applicability of the duplexing mode TDD or FDD depends on the regulations (ITU-R and/or national) associated to the targeted spectrum.
Special care shall be taken to prevent any interference of an NR based NTN access with other systems operating within the same frequency band or in adjacent frequency band. Therefore appropriate channel numbering and spacing aspects as well as Frequency band definition should be investigated to allow NR operation in the targeted frequency bands.

7.3.6.1.3 NR impacts considerations
FDD is preferred duplexing mode for most NR based NTN access network. This may require possible adaptations of the Frequency band definition, channel numbering and spacing aspects depending on the regulatory regime applying to the targeted frequency bands.
In case the regulations allows it, TDD mode can be considered for HAPS and to some extent with LEO satellite based access network

7.3.7	Satellite or aerial Payload performance

7.3.7.1 PT-RS

7.3.7.1.1 Problem statement
Phase variations in time domain can be caused by different phenomena: presence of phase noise, frequency drifts due to Doppler shift, or due to insufficient frequency synchronization (e.g. residual carrier frequency offset (CFO)), etc. Phase noise, caused by imperfect oscillator implementation technology destroys the orthogonality of subcarriers in OFDM-based systems especially in FR2. Phase noise causes common phase error (CPE), resulting in a constant rotation angle of the modulation constellation, and inter-carrier interference (ICI), resulting in scattering of the constellation points in OFDM based systems. Doppler effects and/or residual CFO cause frequency shifts translated into time domain phase ramps at OFDM symbol level.
The phase variations translating all the above effects may significantly degrade the performance and need compensation. When mild, these variations can be absorbed by the DM-RS in the channel estimation process. But when strong phase variations are present, which is particularly the case at carrier frequencies above 6GHz, more frequent support than the one provided by DM-RS is necessary in order to track the remaining variations.
In NR, PT-RS has been introduced [7371-1]. to compensate for phase errors. PT-RS configuration in NR is very flexible and allows user-specific configuration depending on scheduled MCS/bandwidth, UE RF characteristics, DM-RS configuration, waveform, etc.

7.3.7.1.2 Assessment of conditions for NR operation in Non-Terrestrial networks
NTN systems may be deployed in wide range of frequency bands, ranging from 1-2GHz to mmWave range (L/S/C/Ku/Ka/Q/V bands). It has been proposed that eMBB should be supported for NTN and the modulation order might not always be low. PT-RS is needed in NTN at high carrier frequencies, where the maximum received SNR is limited by the phase noise.
Considering the high speed of airborne/spaceborne vehicles, CFO and Doppler shift/spread might be worse in NTN and therefore CFO and Doppler estimation need to be considered. 
A number of phase noise masks such as DTH or VSAT use cases considered in DVB [7.3.7.1-3]. or other state of the art bent pipe of satellite or HAPS payloads as described in Annex XX ) are considered as pertinent for non-terrestrial communications. Phase noise masks pertinent for terrestrial equipment operating in mmWave have been defined in NR in [7.3.7.1-4]. As it can be seen from Figure 1, the phase noise profile may have significant variations depending on the considered model. In Figure 1, the PN mask from TR 38.803 is plotted for a carrier frequency of 30GHz. For DVB masks, the cumulated contributions from the hub, the satellite payload as well as the receiver have been taken into account in the phase noise figures. Ka-band S-band and Ka-band  Ka-band masks only considered the payload contribution to the phase noise.
The performance of phase tracking algorithms is highly dependent on a large set of variables such as carrier frequency, subcarrier spacing, UE specific RF characteristics, configured MCS/bandwidth, frame length, DMRS configuration, Doppler, receiver implementation options, etc. 
Some of the phase noise masks in Figure 1 can be efficiently compensated by the current NR design in the absence of important Doppler shifts and/or residual CFO in the simulation scenarios described in Annex XX. Some further investigation may be needed in the case of important Doppler shifts and/or residual CFO, in the presence of phase noise masks significantly different from the ones considered so far, or with very large channel bandwidths.
Since the cell size in NTN is much larger than terrestrial network, the main objective of some NTN use cases is to ensure coverage so that a reduced size of Physical Resource Blocks can be considered in the case of power limited link budget. In this case, the pre-DFT density for DFTs-OFDM patterns and/or the frequency domain density for the UL CP-OFDM patterns may need to be re-evaluated.
[image: ]
Figure 1 - Different PN masks for NR and NTN 

7.3.7.1.3 NR impacts considerations
PTRS is needed in NR supporting NTN for phase error compensation. PTRS configuration in NR is very flexible. Typical phase noise masks of state of the art bent pipe of satellite or HAPS payloads in Non-Terrestrial networks can be efficiently compensated by the current NR design in the absence of important Doppler shifts and/or residual CFO at a carrier frequency of up to 30GHz. Some further investigation is needed in the case of important Doppler shifts and/or residual CFO, or in the presence of phase noise masks significantly different from the ones considered so far, or with very large channel bandwidths. 


7.3.7.2 PAPR
7.3.7.2.1 Problem statement
A key component in the satellite payload architecture is a power amplifier (PA). It exhibits nonlinear behavior when driven near saturation in an effort to increase power efficiency. Nonlinear distortion causing constellation warping and clustering, thus complicating signal reception. One measurement that determines the vulnerability of the transmitted signal to nonlinear distortion is the peak-to-average power ratio (PAPR), with higher values associated with worse impact. 
In the NR downlink, CP-OFDM is used. CP-OFDM is composed of superposition of narrowband orthogonal subcarriers, resulting in higher PAPR values compared with the underlying modulation in a single carrier.  The PAPR is a function of the number of subcarriers in the signal, as well as the underlining modulation.  
The amount of distortion caused by nonlinear amplifier characteristics is a function of the PAPR of the signal.  The greater the PAPR, the greater the distortion can be.  The distortion can be reduced by increase the backoff of the amplifier operating point. But this reduces the amplifier efficiency accordingly.  Tradeoffs are often made between the amplifier output backoff (OBO) and the nonlinear signal distortion, such that the total degradation of output power and signal distortion is minimized.
As an example, the figures1 below shows the total degradation of CP-OFDM with over a typical satellite transponder is about 6 dB for QPSK modulation and 7.6 dB for 16-QAM, whereas that for DFT-spread-OFDM is about 4 dB for QPSK and 6 dB for 16-QAM.  The difference between CP-OFDM and DFT-spread-OFDM is 1.6-2 dB.
[image: C:\Users\llee\AppData\Local\Microsoft\Windows\Temporary Internet Files\Content.Word\TD_QPSK.PNG] [image: C:\Users\llee\AppData\Local\Microsoft\Windows\Temporary Internet Files\Content.Word\TD_16QAM.PNG]
(a) QPSK Modulation				(b) 16-QAM modulation
Figure XXX: 
The additional 2 dB output backoff is very expensive from the satellite operators’ perspective, it may represent 20 to 40 percent reduction of capacity, depending on whether the satellite is bandwidth limited or power limited.  
_______________
1 ETSI TR 103 297 “Satellite Earth Stations and Systems (SES), SC-FDMA based radio waveform technology for Ku/Ka band satellite service”, , V.1.1.1., (2017-07). Pages 29-30.

As for HAPS, the payload architecture may be very similar to satellite, and power amplifier remains to be a key component, although solid-state power amplifiers (SSPA) are likely to be used instead of traveling wave tubes.  Regardless, the PAPR difference between CP-OFDM and DFT-spread-OFDM also requires different OBO which translates to different total distortion.  The higher total distortion of CP-OFDM ultimately means lower capacity.  In this case, however, the problem may be less acute, since the payload power efficiency may not be as critical.

7.3.7.2.2 Assessment of conditions for NR operation in Non-Terrestrial networks
Satellite amplifiers for the uplinks are typically operated in relative linear region, since the satellite amplifier needs to deliver sufficient signal strength to a satellite basestation which typically has good sized receive antenna.
For the satellite downlink, we may breakdown into two cases.  In one case, a satellite transponder is sufficiently wide and sufficiently powerful to accommodate more than one frequency-division multiplexed (FDM) carriers, each of which is a different NR CP-OFDM signal.  The satellite amplifier is backed off to minimize the intermodulation between these FDM carriers within the same transponder.  For such cases, the distortion introduced by the amplifier nonlinearity is small, with little impact. 
In second and much more common case for communicating to small UEs, the satellite amplifier is used to send only one NR CP-OFDM downlink.  It is highly desirable to operate the amplifier with as small OBO as possible.  But, due to the higher PAPR of CP-OFDM signal, sufficient OBO is necessary.  To close the link, it may be necessary to reduce the size of CP-OFDM carrier or operate the CP-OFDM carrier with a lower modulation and coding mode.  Either way, the forward link capacity is reduced significantly.
If it was possible for the satellite basestation to transmit DFT-spread-OFDM in the second case, the satellite amplifier can be operated in much lower OBO, and capable of supporting much greater link capacity.  This would require the NTN capable NR to be able to receive DFT-spread-OFDM signal as well as the CP-OFDM signal.  Alternatively, advanced PAPR reduction technique of NR CP-OFDM signal could be developed and applied.
7.3.7.2.3 NR impacts considerations
The high PAPR of CP-OFDM signal for the NR downlink may restrict the satellite downlink capacity by as much as 40%. High PAPR of CP-OFDM may have impact on the HAPS downlink capacity also, but may be to a lesser extent.


* * * End of changes * * * *
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Annex 1: NTN characteristics
NTN Phase noise masks 
DTH P1 and P2 and VSAT P1 and P2 phase noise masks were previously defined by DVB [7371-3]. in the context of satellite communications.
Two PN masks measured on the satellite equipment have been considered as pertinent for state of the art bent pipe of satellite or HAPS payloads in Non-Terrestrial networks operating in FR2.	Comment by Nicolas: ????
Table 1: PN masks (on-board of the satellite) for Scenario Ka-band -> S-band
	Frequency
	10 Hz
	100 Hz
	1 kHz 
	10 kHz 
	100 kHz 
	1 MHz 
	10 MHz 
	100 MHz

	Value (dBc/Hz)
	-59
	-71
	-85
	-89
	-91
	-109
	-129
	-141



Table 2: PN masks (on-board of the satellite) for Scenario Ka-band -> Ka-band
	Frequency (freq)
	10 Hz – 100 Hz
	100 Hz – 32 kHz
	32 kHz – 1 MHz
	10 MHz 
	100 MHz 

	Value (dBc/Hz)
	-10 - 30*
	-50 - 10*
	-95
	-106
	-116



Link level evaluation results
In this annex link level evaluation results are summarized.
DL CP-OFDM
Table 3: Performance loss in dB due to phase noise for FER=10-1 without PTRS compensation/with PTRS compensation
	SCS
	MCS, number of RBs
	Phase noise mask 

	
	
	Ka-band  Ka band (payload)
TR 38.803 Ex2-1 (UE)
	DTH P1 applied at UE side
	DTH P2 applied at the UE side

	60kHz
	16QAM 3/4, 32 RBs
	0.5 dB /
0.4 dB
	0.3 dB /
0.3 dB
	∞ /
7dB

	60kHz
	64QAM 5/6, 
8 RBs
	2 dB /
1 dB
	1.5 dB /
0.4 dB
	∞ /
6 dB

	60kHz
	64 QAM 5/6, 32 RBs 
	4 dB /
1 dB
	0.6 dB /
0.5 dB
	∞ /
∞


Note: R1-1807020 & R1-1804856/ 30GHz, CDL-A 30ns, 3km/h, no CFO, PTRS pattern LPT-RS=1, KPT-RS=1
UL DFT-S-OFDM 
Table 4 : Required SNR in dB for FER=10-1without PTRS compensation/with PTRS compensation
	SCS
	MCS, number of RBs
	Phase noise mask (applied at the UE side)

	
	
	TR 38.803 Ex2-1
	DTH P1
	DTH P2
	VSAT P1
	VSAT P2

	120kHz
	16QAM3/4, 50 RBs
	2dB/
-5.5dB
	∞/
-6dB
	∞/
∞
	4dB/
-5.9dB
	-2.1dB/
-6dB


Note: R1-1805984/ 30GHz, CDL-A 50ns, no CFO, 3kmph, PTRS pattern 4x2, LPT-RS=1



* * * End of changes * * * *
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