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Introduction
The following agreements are made in RAN1#92b (heavily abridged for conciseness) [1] (already captured in the current version of TS 38.214 [2]):
Agreement:
· A UE capable of X simultaneous CSI calculations (according to capability 2-35) is said to have X CSI processing units. For aperiodic CSI report using AP CSI-RS (with a single CSI-RS resource in the resource set for channel measurement). 
· the CSI processing unit remains occupied from the first OFDM symbol after the PDCCH trigger until the last OFDM symbol of the PUSCH carrying the CSI report
· If N AP CSI reports (each with a single CSI-RS resource in the resource set for channel measurement) are triggered in a slot, but the UE only has M un-occupied CSI processing units, UE is only required to update M of the N CSI reports 
· FFS if a rule is needed which CSI reports are required to be update or if it’s up to the UE
· FFS if a CSI report linked with Ks > 1 CSI-RS resources for channel measurement occupies Ks CSI processing units or one CSI processing units
…
· Introduce a new UE capability on support of either “Type A CSI processing capability” or “Type B CSI processing capability” with regard to the number of simultaneous CSI calculations X
…
· CSI reports based on P / SP CSI-RS are assigned to CSI processing units as follows:
· Type A:
· For P / SP CSI reports, the CSI processing unit is occupied from the first symbol of the CSI reference resource of the P / SP report until the first symbol of the physical channel carrying the report
· For A CSI reports, the CSI processing unit is occupied from the first symbol after the PDCCH triggering the report until the [first or last] symbol of the PUSCH carrying the report
· Type B:
· A periodic or aperiodic CSI reporting setting associated with P/SP CSI-RS is assigned one (or Ks) CSI processing unit and always occupy them 
· An activated SP-CSI report setting is assigned one (or Ks) CSI processing unit and occupies them until deactivated
· Once the SP-CSI report is deactivated, the CSI processing unit can be used for other CSI report
· Note: Type A assumes serial CSI processing implementation while Type B assume parallel CSI processing implementation. Note that this will not be captured in specification.


This contribution articulates our view on the current CSI processing and reporting latency along with some of the open issues.  

Issue 1: Overly complex CSI processing latency definition
The current set of agreements results in a variable CSI processing requirements and the corresponding latency budgets. Unlike LTE where the latency budget is primarily determined with the location of CSI reference resource (which can only vary with the location of CSI-RS as well as DL-UL frame structure), the following additional factors take place for NR:
1. (Z, Z’): Although CSI-RS can be located in a different subframe from the PDCCH in LTE (for P-CSI-RS), AP-CSI-RS is always located in the same subframe as the UL-related DCI that contains the CSI request field. This is not the case for NR since non-zero offset between the DCI and AP-CSI-RS is supported for UEs configured with QCL Type D. 
2. Variable sub-carrier spacing (four values): The support for variable/configurable sub-carrier spacing ends up necessitating sub-carrier-spacing dependent (Z, Z’), among other things.
3. Type A and B UE capabilities (cf. grey highlight): Attempting to differentiate serial and parallel processing UE modem architecture, these two capabilities are introduced and dictate the values of (Z, Z’) 
4. Low and high latency CSI: This is to avoid imposing the same latency requirement for, e.g. small Type I codebook vs. large Type II codebook.
While the resulting latency granularity is fine, how the system is able to utilize this set of values (e.g. at the gNB/NW scheduler) remains unclear. That is, the benefit of this multi-variate setup is questionable. For instance, in regard of Type A and B capabilities:
· It can be argued that this classifies UEs in terms of their processing capability (serial vs. parallel). In this regard, UEs capable of parallel processing is perceived as more advanced and therefore can handle more processing. However: 
· Typical CSI processing cannot be easily classified in terms of such dichotomy (serial vs. parallel). For instance, typical software-based CSI calculation utilizes pipelining in a Digital Signal Processor (DSP). Pipelining is a complex mixture between serial and parallel processing as resources are continually shared partially. It is unclear how this can be mapped to such simplistic dichotomy of serial vs. parallel. 
· In addition, since Type A and B pertain to the capability of a UE to process multiple CSI reports, the utility of using these two types is unclear especially since the (maximum) number of simultaneous CSI calculations (X) is already designated a UE capability.     
· Likewise, the NW can pack more UEs within a given time duration based on their processing capabilities. It can also reduce CSI impairments due to delay. However: 
· It is more difficult for gNB schedulers (which has to take into account a number of variables) to utilize this “benefit”. In fact, the various timing values will inevitably cause complication in scheduling. In practice, although the gNB may receive CSI updates more or less often depending on the capabilities, gNB will not take into account how fast the CSI is updated. Therefore, the system benefit (in terms of user TP) seems to be non-existent.     

Observation: Type A/B capability designation is both redundant and without any clear benefit, yet introduces another level of complication in already-convoluted CSI processing latency specification

Therefore, the following proposal is made.

Proposal: The need for this designation needs to be reconsidered 

 
Issue 2: View on open issues
On the definition of occupied CSI processing unit (CPU – yellow highlight), observe that the end point is different between A-CSI and P/SP-CSI:
· For A-CSI, the end point is the last OFDM symbol of the PUSCH carrying the CSI report
· For P/SP-CSI, the end point is the first symbol of the UL channel carrying the CSI report (either PUCCH or PUSCH)
Not only is the motivation of this difference unclear, but the choice of end point for A-CSI seems arbitrary. For example, CSI reporting on PUSCH consists of two parts where the calculation of Part 2 depends on the content of Part 1. If this is the motivation of designating the last OFDM symbol as the end point, SP-CSI can be reported on PUCCH and consists of two parts (for, e.g. Type I subband reporting). Otherwise, since the transmission of CSI reporting does not involve CSI calculation, the end point for P/SP-CSI seems to applicable to AP-CSI.
Observation: The motivation for different CPU end points for A-CSI and P/SP-CSI is unclear. 
Therefore, the following proposal is made.
Proposal: Use the same end point definition for P-CSI, SP-CSI, and AP-CSI:
· The end point can be defined as the first symbol of the UL channel carrying the CSI report

On the conflict between the requested update of CSI reports and the number of remaining CPUs (blue highlight), this can be perceived as CSI collision issue. Therefore, the dropping/priority rules for CSI reporting can be reused without adding even more complication to the CSI specification. 
Proposal: When the number of requested CSI updates exceeds the number of remaining CPUs, the UE can follow the existing CSI priority/dropping rules
· No additional rule should be added unless it is proven necessary

On the number of CPUs occupied by Ks>1 NZP CSI-RS resources linked to one CSI report (purple highlight), this is typically associated with CRI reporting accompanied by RI/PMI/CQI (whichever applicable). In this case, CRI is used to condition the calculation of all other CSI parameters. However, a good UE implementation will calculate CRI based on the value of RI/PMI/CQI as well. Since all the CSI parameters tend to be jointly calculated in practice, the total CSI calculation load is proportional to the number of CSI-RS resources. The same can be argued for beam management where CRI is reported together with the L1-RSRP of the corresponding CSI-RS resource.
Proposal: A CSI report linked with Ks > 1 CSI-RS resources for channel measurement occupies Ks CPUs

Conclusion 
The following observation and proposals are made in this contribution:
Observation:
· Type A/B capability designation is both redundant and without any clear benefit, yet introduces another level of complication in already-convoluted CSI processing latency specification
· The motivation for different CPU end points for A-CSI and P/SP-CSI is unclear

Proposal:
· The need for this designation needs to be reconsidered
· Use the same end point definition for P-CSI, SP-CSI, and AP-CSI:
· The end point can be defined as the first symbol of the UL channel carrying the CSI report
· When the number of requested CSI updates exceeds the number of remaining CPUs, the UE can follow the existing CSI priority/dropping rules
· No additional rule should be added unless it is proven necessary
· A CSI report linked with Ks > 1 CSI-RS resources for channel measurement occupies Ks CPUs
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