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1   Introduction
In RAN1#92bis, it was agreed to study the following aspects for PHY enhancement for NR IAB [1]. 
· The Release 15 NR physical layer should be the starting point for the physical layer of the IAB backhaul link.
· An IAB-node can follow the same initial access procedure as an access UE, including cell search, SI acquisition, and random access, in order to connect to an IAB node/donor and initially integrate to the network.
· Two cases: (1) donor and relay node share the same cell ID and (2) donor and relay maintain separate cell ID can be further studied. 
· Note: The feasibility of (1) may depend on architectures considered in RAN2/3. 

· The SSB/CSI-RS based RRM measurement defined in NR R15 are considered as a starting point for IAB node discovery and measurement. 

· How to avoid conflicting SSB configurations among IAB nodes, as well as the feasibility of CSI-RS based IAB node discovery, should be studied.

· RAN1 should further study inter-relay discovery procedure subject to half-duplex constraint and multi-hop topologies.

· Study the feasibility of over-the-air (OTA) synchronization and the impact of timing misalignment on IAB performance (e.g. the number of supportable hops). 

· Mechanisms for timing alignment across multi-hop NR-IAB networks should be studied. 

· Measurements on multiple backhaul links for link management and route selection should be studied. 

· Mechanisms for efficient route switching or transmission/reception on multiple backhaul links simultaneously (e.g. multi-TRP operation and intra-frequency dual connectivity) should be studied.

· Note: The feasibility of (1) may depend on architectures considered in RAN2/3. 

· Mechanisms for scheduling coordination, resource allocation, and route selection across IAB nodes/donors and multiple backhaul hops should be studied.

· Mechanisms for efficient TDM/FDM/SDM multiplexing of access/backhaul traffic across multiple hops considering an IAB-node half-duplex constraint should be studied.

· The impact of cross-link interference on access and backhaul links (including across multiple hops) should be studied.

· Interference measurement and management solutions should be studied. 

· 1024QAM for the backhaul link should be studied.

· FFS: whether solutions should be specified as part of an IAB WI or other NR WI 
In this paper, we present our views on the PHY enhancement aspects. 

2   Synchronization and initial access
2.1   IAB RN ID
On the backhaul link, RN’s MT function may use C-RNTI as an ID, similar to a UE. On the access link, there are two options for RN ID:
· Option 1: each RN has a cell ID in a CC.
· Option 2: multiple RNs share a cell ID in a CC.
For Option 1, each RN serves as an independent cell. For Option 2, the RNs sharing a cell ID serves as distributed TRPs of the cell. The different choices on RN ID could impact:
· The SSB resources for RNs.
· Multi-RN connection.
The time/frequency resource for synchronization signal transmission of the RNs’ DU depends on the choice of RN’s DU ID.

· When each RN has a cell ID in a CC, the SSBs of the donor DU and the RNs are uniquely identified. Each RN has the freedom to choose the time/frequency resource for its SSB transmission.
· When multiple RNs share a cell ID in a CC, the RNs sharing a same cell ID should use orthogonal SSB resources in a SS burst set to transmit its SSB. Figure 1 shows one example of RNs use different SSB resources in SS burst set. Some coordination between RNs sharing a same cell ID could be needed to allocate orthogonal SSB resources in a SS burst to the RNs.
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Figure 1. RNs share a same cell ID and use different SSB position in a SS burst set
For a UE or RN connecting to two RNs, 
· When each RN has independent cell ID in a CC, the dual RN connection can be treated as dual connectivity with each RN presents primary cell and the other RN presents secondary cell.
· When the RNs share a same cell ID in a CC, dual RN connection at a UE or a RN may not be supported. As in this scenario, the two RNs are treated as a single cell and need to share a single MAC entity. The non-ideal backhaul condition could not be able to allow two non-colocated RNs share a single MAC entity.
Observation 1: The following two options on RN ID can be considered. Option 2 may not be able to support dual RN connection at a UE or a RN due to non-ideal backhaul.
· Option 1: each RN has a cell ID in a CC.
· Option 2: multiple RNs share a cell ID in a CC.
2.2   Feasibility of OTA synchronization
For the RN’s MT function, the synchronization source would be its parent node’s synchronization signal. For the RN’s DU function, there are two synchronization source options.
· Option 1: OTA synchronization through donor DU or RN’s parent DU.
· Option 2: GNSS.

GNSS provides high accuracy absolute timing (e.g., in the order of 100 ns), however, for cases that need to share a common frame timing between RNs, additional signalling is needed for GNSS based synchronization. Alternatively, OTA synchronization can be used to achieve synchronization among RNs and share a common frame timing. A potential problem of OTA synchronization is timing error accumulation in multi-hop scenarios. Each hop introduces timing error with the following components:

1) Te,SS, timing error in downlink: timing estimation error from the synchronization signal.

2) Timing error in uplink, there are two parts:

a) Te,RA, propagation delay estimation error from PRACH signal.

b) Te,TA,UE TX timing error limit [2, Section 7.1.2] for the UE initial transmission or UE TA adjustment accuracy [2, Section 7.3.2].

Figure 2 illustrates the timing errors described above between a DN and a RN in a case where the DN and RN attempt to maintain globally synchronized DL transmission (see Option 1 in Section 2.5 of this paper). Similarly, the timing errors arise between a RN and its child RN. 
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Figure 2. Components of timing error in one hop
Cell phase synchronization accuracy for TDD, defined as the maximum absolute deviation in frame start timing between any pair of cells on the same frequency that have overlapping coverage areas, is required to be better than 3 µs [3, Section 7.4.1]. The number of hops could be limited in order to satisfy the cell phase accuracy requirement. To increase the number of hops, timing error should be reduced. For example, TRS can be used to improve upon the accuracy of the synchronization signal as shown in Figure 3.
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Figure 3. Residual timing offset versus subcarrier spacing and TRS aided scheme
Observation 2:  For OTA signalling based synchronization among RNs, there could be timing offset among RNs/DNs due to timing estimation error in SSB detection, propagation delay estimation error from PRACH detection, and UE TX timing error. The timing offset could accumulate over multiple hops.     
Observation 3: TRS can be used to improve timing accuracy.

Proposal 1: Use SSB, PRACH, and TRS for OTA signalling based synchronization among RNs and DNs. 
2.3   Signalling for UE/RN cell selection

In an IAB network, the E2E user perceived throughput would be affected by factors such as channel condition of the backhaul links, the number of hops, the backhaul link traffic load as well as the access link channel condition. When UE performs cell selection, the backhaul link condition should be factored in. To this end, three options can be considered. 

· Option 1: use access barring.
· Option 2: adjust RSRP threshold in initial access based on backhaul link condition.
· Option 3: explicit signal information on backhaul link condition in MSI, RMSI or OSI.
For Option 1 there are two ways to implement under current NR specification 
· Option 1a: use cellBarred indication in MIB;

· Option 1b: use access class barring in RRC connection control by sending RRC Connection Reject.

For Option 1a, an IAB UE checks the cellBarred indication in the MIB to know whether access barring is enabled. Since MIB is broadcast in PBCH of SSB, the power consumption and the latency for UE to know whether the cell is barred or not is the smallest compared with other Options. However, by setting the access barring in MIB, all UEs are barred from connecting the IAB RN transmitting the cellBarred indication. 

For Option 1b, the IAB RN receives RRC Connection Request sent from a UE, and decides whether this request should be rejected or accepted. As RRC connection establishment is conducted after UE initial access, Option 1b has long latency and the high power consumption on IAB RN and UE side.

For Option 2, the IAB RN can adjust its RSRP threshold based on backhaul link condition and broadcast the information in SIB1. During UE initial access procedure, after the UE receiving SSB and decode SIB1, the UE will compare its RSRP with the threshold and decide whether to connect to this IAB RN or not. 

For Option 3, since explicit signal information on backhaul link condition is added in MSI, RMSI or OSI, there will be additional signaling load and also specification impact. 

We list the comparisons of those Options in Table 1. Based on the comparison, Option 1a and Option 2 are preferred considering latency, power consumption, and specification effort.
Table 1. Comparisons of different Options
	
	Option 1a
	Option 1b
	Option 2
	Option 3

	Access control signalling 
	MIB/PBCH
	RRC Connection Reject Message
	SIB1/PDSCH
	MIB/PBCH

SIBx/PDSCH

	UE power consumption


	Low 
	High 
	Medium 
	Medium 

	IAB RN power consumption
	 Low 
	Medium 
	Low 
	Low 

	Latency
	Low 
	High 
	Medium 
	Medium 

	Specification Impact
	Minimum
	Minimum
	Minimum
	Have  specification impact

	Effectiveness on access control 
	Cell-specific access control. 
	UE-specific access control
	UE-specified access control
	UE decide cell access based on backhaul information 


Proposal 2: For UE or RN cell selection, the backhaul link condition should be factored in. The following two options are preferred considering latency, power consumption and specification effort:
· Option 1a: use cellBarred indication in MIB;

· Option 2: adjust RSRP threshold in initial access based on backhaul link condition.
2.4   IAB node discovery and RRM
In RAN1#92bis, it has been agreed that an IAB-node can follow the same initial access procedure as an access UE, including cell search, SI acquisition, and random access, in order to connect to an IAB node/donor and initially integrate to the network. It also agreed that the SSB/CSI-RS based RRM measurement defined in NR R15 are considered as a starting point for IAB node discovery and measurement. However, as CSI-RS based RRM is agreed to be optional, it is preferable to follow the same agreement in NR IAB. 
For NR access UEs, in IDLE mode, the reference signals for RRM measurement are based on SSB; while in CONNECTED mode, the reference signals for RRM measurement are from SSB and CSI-RS. For IAB nodes, same approach can be adopted, i.e., both SSB and CSI-RS can be used for IAB node discovery and RRM. As compared to RRM of access UEs, one challenge for IAB nodes is the half-duplex constraint.  i.e., an IAB RN cannot receive the SSB/CSI-RS from the DN (or its parent RN) and transmit the SSB/CSI-RS to the UE (or the child RN) simultaneously. Therefore, synchronization and CSI-RS resources used in adjacent hops of need to be orthogonal. For example, SS burst of adjacent hops of can have half radio frame offset, as illustrated in Figure 4. To achieve this, some coordination on SSB/CSI-RS resource configuration among neighbouring RNs will be needed. 
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Figure 4. RN and DN use different half frames within the SS burst period to satisfy the half-duplex constraint
Proposal 3: SSB and CSI-RS based RRM can be used for IAB node discovery with CSI-RS based RRM as optional. The SSB/CSI-RS among neighboring IAB nodes need to be properly configured considering half-duplex constraint at the IAB nodes. 
2.5   RN’s DL transmission timing in its access link
On RN’s DL transmission timing, four options can be considered:
· Option 1: the access DL transmission timing at the RN is aligned to the backhaul DL transmission timing at DN. Figure 5 illustrates an example of timing relation with Option 1, where TP,X denotes propagation delay from the parent of node X to node X.
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Figure 5. Timing relation of Option 1
· Pros: all nodes in the network use the same timing reference for DL transmission.
· Cons: the RN cannot receive and transmit signals on the backhaul and access links at the same time.

· Note: the RN can support joint reception or transmission on both links when both links are aligned in symbol level though they are started
· Option 2: the access DL transmission timing at an RN is aligned to its backhaul DL reception timing. Figure 6 illustrates an example of timing relationship with Option 2.
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Figure 6. Timing relation of Option 2
· Pros: the RN can receive signals from the backhaul and access links at the same time.
· Cons: the nodes in the network are not synchronized. Compared with Option 1, the RN needs more guard time for transition from access DL/UL transmission/reception to backhaul UL transmission to accommodate RN’s TA.
· Option 3: the access DL transmission timing at an RN is aligned to its backhaul UL transmission timing. Figure 7 illustrates an example of timing relation with Option 3.
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Figure 7. Timing relation of Option 3
· Pros: the RN can transmit signals on the backhaul and access links at the same time.
· Cons: the nodes in the network are not synchronized. Compared with Option 1, the RN needs more guard time for transition from backhaul DL reception to access DL/UL transmission/reception.
· Option 4: the access DL transmission timing at an RN is aligned to its backhaul UL transmission timing and the access UL reception timing at the RN is aligned to its backhaul DL reception timing. In this case, the access UL reception timing is not aligned to the access DL transmission timing. Figure 8 illustrates an example of timing relation with Option 4.
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Figure 8. Timing relation of Option 4
· Pros: the RN can transmit and receive signals on the backhaul and access links at the same time.
· Cons: the nodes in the network are not synchronized. Compared with Option 1, the RN needs more guard time for transition from access UL reception to backhaul UL transmission as well as from backhaul DL reception to access DL transmission.
Table 2 and Table 3 summarize the guard period requirements for switching between the DL and UL at the RN and UE, respectively. In the table, TP,X denotes the propagation delay between node X and its parent node whereas TS denotes the time duration required for  transmission and reception switch. Further specification work may or may not be needed to support the guard periods in IAB, which should be further investigated.

Table 2. Guard period required at RN

	
	To backhaul DL reception
	To backhaul UL transmission
	To access DL transmission
	To access UL reception

	From backhaul DL

Reception
	Option 1
	-
	TS+2∙TP,RN
	TS+TP,RN
	TP,RN

	
	Option 2
	
	· 
	TS
	0

	
	Option 3
	
	· 
	TS+2∙TP,RN
	2∙TP,RN

	
	Option 4
	
	· 
	TS+2∙TP,RN
	0

	From backhaul UL transmission 
	Option 1
	TS-2∙TP,RN
	-
	0
	TS-TP,RN

	
	Option 2
	
	
	
	TS-2∙TP,RN

	
	Option 3
	
	
	
	TS

	
	Option 4
	
	
	
	TS-2∙TP,RN

	From access DL transmission
	Option 1
	TS-TP,RN
	TP,RN
	-
	TS

	
	Option 2
	TS
	2∙TP,RN
	
	TS

	
	Option 3
	TS-2∙TP,RN
	0
	
	TS

	
	Option 4
	TS-2∙TP,RN
	0
	
	TS-2∙TP,RN

	From access UL reception
	Option 1
	0
	TS+TP,RN
	TS
	-

	
	Option 2
	
	TS+2∙TP,RN
	TS
	

	
	Option 3
	
	TS
	TS
	

	
	Option 4
	
	TS+2∙TP,RN
	TS+2∙TP,RN
	



Table 3. Guard period required at UE

	
	To access DL reception
	To access UL transmission

	From access DL reception 
	Option 1
	-
	TS+2∙TP,UE

	
	Option 2
	
	TS+2∙TP,UE

	
	Option 3
	
	TS+2∙TP,UE

	
	Option 4
	
	TS+2∙(TP,UE-TP,RN)

	From access UL transmission
	Option 1
	TS-2∙TP,UE
	-

	
	Option 2
	TS-2∙TP,UE
	

	
	Option 3
	TS-2∙TP,UE
	

	
	Option 4
	TS-2∙(TP,UE-TP,RN)
	


The DN or RN may configure to switch between options 1-4 to fully utilize the benefit of each of options, e.g., synchronized DL transmission in the network or joint transmission/reception on the backhaul and access links. However, the transition from one option to another impacts on the DL reception and UL transmission timing at the UE or the child of the RN. Table 4 summarizes the DL reception timing adjustment for switching between options under the assumption that propagation delay remains the same. UL transmission timing can be (re)configured using timing advance in RAR or MAC CE, whereas DL reception timing may not be (re)configured except using a DL synchronization signal. Thus, the timing to trigger switching between options can be aligned with synchronization signal transmission timing or a new signalling for DL reception timing reconfiguration needs to be introduced, which has specification impact. Also, changing network node’s transmission timing may cause UE to temporarily out of sync. It is thus preferable to avoid frequent change of IAB nodes’ DL transmission timing. Alternatively, one of the options can be adopted exclusively without switching between options. 
Table 4. Example of the required DL reception timing adjustment at UE

	
	To Option 1
	To Option 2
	To Option 3
	To Option 4

	From Option 1
	0
	TP,RN
	-TP,RN
	-TP,RN

	From Option 2
	-TP,RN
	0
	-2∙TP,RN
	-2∙TP,RN

	From Option 3
	TP,RN
	2∙TP,RN
	0
	0

	From Option 4
	TP,RN
	2∙TP,RN
	0
	0


Proposal 4: It is preferable to stick with one DL transmission timing reference at the IAB node.  
3   Resource allocation and scheduling
3.1   Resource allocation

Radio resource needs to be shared between backhaul and access links at an IAB RN, and the four options can be considered to partition resources for backhaul and access links as shown from Figure 9 to Figure 12, where TX and FY denote time and frequency resources assigned for each link, respectively. Figure 9 and Figure 10 are to allocate orthogonal time/frequency resources between the backhaul and access links, which is beneficial to reduce cross-link interference at the cost of a reduced flexibility such as SDM and time/frequency reuse are available only between backhaul links or access links. Figure 11 and Figure 12 are to allow the backhaul and access links to share time/frequency resources, which enables efficient usage of the radio resource such as SDM and time/frequency reuse between backhaul and access link, whereas it will potentially suffer from cross-link interference. 
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Figure 9. TDM between the backhaul and access links
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Figure 10. FDM between the backhaul and access links
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Figure 11. Time/frequency reuse between the backhaul and access link
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Figure 12. Simultaneous DL(UL) in the backhaul link and UL(DL) in the access link


The resource allocation in the backhaul and access links can be done by DN for all its associated IAB nodes, or can be done by the parent node for each hop or by each IAB node autonomously. The time scale can be dynamic or semi-static. The granularity can be in terms of resource pool or in terms of exact allocation for each link.  Table 5 lists the resource allocation options. When choosing resource allocation options, factors such as flexibility, latency, signalling overhead, scalability, need to be considered. 
Table 5 Resource allocation options
	Resource allocation options 
	Control point
	Time scale
	Granularity
	Specification impact

	Option 1
	Donor node
	Semi-static
	Resource pool
	RRC/F1-AP/DCI:  resource pool allocation for each serving IAB node or a group of IAB nodes

	Option 2
	Donor node
	Semi-static
	Exact allocation (for each node or for each link)
	RRC/F1-AP/DCI:  exact resource allocation for each serving IAB node or for each backhaul link

	Option 3
	Donor node
	Dynamic 
	Resource pool
	DCI: resource pool allocation for each serving IAB node or a group of IAB nodes 

	Option 4
	Donor node
	Dynamic 
	Exact allocation (for each node or for each link)
	DCI: resource allocation for each serving IAB node or for each backhaul link

	Option 5
	Parent node
	Semi-static 
	Resource pool
	DCI: resource pool allocation for each serving IAB node or a group of IAB nodes

	Option 6
	Parent node
	Semi-static
	Exact allocation (for each node or for each link)
	DCI: resource allocation for each serving IAB node or for each backhaul link 

	Option 7 
	Parent node
	Dynamic 
	Resource pool
	DCI: resource pool allocation for each serving IAB node or a group of IAB nodes

	Option 8
	Parent node
	Dynamic 
	Exact allocation (for each node or for each link)
	DCI: resource allocation for each serving IAB node or for each backhaul link

	Option 9
	IAB node autonomously
	Dynamic
	Exact allocation for each link 
	N.A.


Proposal 5: Study IAB resource allocation scheme in terms of the control point, time scale, and resource allocation granularity. 

Proposal 6: Choose IAB resource allocation scheme based on criteria including specification impact, signalling overhead, system performance, complexity, scalability, and flexibility.
3.2   Scheduling

Each IAB node can schedule its access link or downstream backhaul link within the allocated resource. The current NR scheduling mechanism is expected to be sufficient except for the case that resource allocation is done by a different node than the node doing scheduling. 
In addition, there may be cases that need to do scheduling by the donor node in a centralized manner. However, centralized scheduling may not be scalable and may lead to extra delays due to scheduling information propagation over hops.  
Proposal 7: Choose IAB scheduling scheme based on criteria including specification impact, signalling overhead, system performance, complexity, scalability, and flexibility.
3.3   Measurement report on multiple backhaul links and access links

In an IAB network, the RN’s UE function would do CSI feedback for the backhaul link, following the L1 signalling mechanisms defined for access link. In addition, a DN or a parent RN may need to know the CSI of its IAB node’s access link. To achieve this, a RN will need to convey the access link CSI to its parent node. New signalling and procedure would be needed to enable forwarding L1 CSI of the access link to the DN. 
Configuration of forwarding the L1 CSI report of the access link can be centralized by a DN. Periodic or semi-persistent L1 CSI report can be configured via RRC by donor CU for all RNs and UEs. 

The DN or the parent RN may trigger the RN to perform forwarding the L1 CSI of the access link through DCI, activation command in MAC CE, or L3 signalling. To reduce the forwarding overhead, the RN may selectively forward a subset of the access link CSI report following its priority rule or CSI forwarding configuration.

On L3 measurement reporting, the UE function of each RN node in the IAB topology would do measurement reporting for its access link via RRC signalling. 

· In a CU-DU split architecture, as the donor-CU will terminate CP for all its serving nodes, the donor-CU would have L3 measurement reporting of all the access and backhaul links. 

· For architectures not based on CU-DU split, the DN would have L3 measurement reporting of all the access and backhaul links possibly through Xn interface. 
Proposal 8: Study mechanisms for IAB node to provide L1 and L3 measurement reporting for its access links to the DN.
4   Throughput enhancement

4.1   Schemes to offset throughput loss due to half-duplex constraint
With half-duplex constraint, the end-to-end latency increases as the number of hops increases. For a two hop relay link as shown in Figure 13, and assuming the backhaul link and the access link are about the same throughput, the time required to deliver a packet doubles due to transmission over two hops as illustrated in Figure 14.  
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Figure 13. Example of two hops relaying
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Figure 14. Example of transmission scheme with a single RN connection

The impact on user perceived throughput is further evaluated in system level simulation as shown in Figure 15 and Figure 16. The simulation is done in a dense urban scenario with wired backhaul for macro TRP and wired or wireless backhaul for micro TRP. More detailed simulation assumptions can be found in Scenario 1 of Table 6 in the Appendix. For comparison, four test cases are simulated: 

· Case 1: all UEs connect to the macro TRP without the RN.
· Case 2: UE can connect to either of the macro TRP or the RN based on highest RSRP. Micro TRP has fiber connection in backhaul.

· Case 3: UE can connect to either of the macro TRP or the RN based on highest RSRP. Micro TRP uses wireless backhauling with macro TRP as donor. 
· Case 4: all UEs connect to the micro TRP. Micro TRP uses wireless backhauling with macro TRP as donor. 
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Figure 15. Comparison of UPT for Cases 2 and 3
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Figure 16. Comparison of UPT for Cases 1, 3, and 4
Figure 15 shows UPT comparison for Cases 2 and 3. The 50th percentile DL UPT of Case 2 is around two times of that of Case 3 mainly because the end-to-end latency of Case 3 is almost doubled when the UE connects to the wireless backhauled micro TRP with half-duplex constraint. The gap between Cases 2 and 3 is reduced by 10% at around 80% percentile UPT mainly due to the UEs connect to macro TRP directly. Also, it can be observed that 9 micro TRPs outperforms 3 and 6 micro TRPs in Case 2 while 6 micro TRPs outperforms 3 and 9 micro TRPs in Case 3. The reason can be that when adding micro TRPs in Case 3, UEs tends to associate with micro TRPs based on highest RSRP. However, communication via micro TRPs with wireless backhaul adds delay. This result suggests that with wireless backhaul and half-duplex constraint, to fully benefit from densification, proper cell association need to be applied (as discussed in Section 2.3 of the paper).   
Figure 16 shows UPT comparison for Cases 1, 3, and 4. The results double confirms the observation in Figure 15. The UPT performance of Cases 3 is improved than that of Cases 1 and 4 across all UPT regions as the UEs are allowed to connect to either of the macro TRP or micro TRP. At the 80%-tile of the UPT curves, Case 1 and Case 3 are close in UPT performance, which is the region that UEs directly connect to macro TRP. Case 4 outperforms Case 1 in low UPT region while underperforms in high UPT region. This suggests the benefit of relaying in coverage enhancement. 
To offset the impact of half-duplex constraint, one possible approach is to use multiple RN connections as follows.
· Option 1: alternatively transmit packets on the backhaul and access links through multiple RN connections.
Taking DL transmission in the two hops relaying scenario as an example, the DN sends N segments to N RNs over N slots in a round-robin manner. Each RN forwards its received segment to the UE in the subsequent time slot. Figure 17 illustrates the transmission scheme of Option 1. This procedure is similarly derived for UL transmission.
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Figure 17. Example of transmission scheme of Option 1
· Pros: the end-to-end delay can be reduced, e.g., delivering N segments to the UE requires N+1 time slots.
· Cons: the concurrent transmission on the backhaul link and the access link may interfere with each other resulting in a reduced throughput.
· Option 2: joint transmission using MU-MIMO in the backhaul link and using CoMP in the access link.
Taking DL transmission in the two hops relaying scenario as an example, the DN sends N segments to N RNs simultaneously in one slot by MU-MIMO. Then, the RNs forward the segment to the UE simultaneously in the following slot by cooperative joint transmission. The DN does not send the new segments to the RNs while they are transmitting to the UE. Figure 18 illustrates the transmission scheme of Option 2. Note that the CoMP capacity in the access link is limited by the UE’s DL reception capacity. The N value is limited by the UE’s DL/UL reception/transmission capability. 
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Figure 18. Example of transmission scheme of Option 2
· Pros: the end-to-end delay can be reduced, e.g., delivering N segments to the UE requires N time slots.
· Cons: the cooperative RNs for DL transmission need to be synchronized in the time and frequency in order to avoid interference. 
Please note that the above described approaches helps in improve throughput from a link’s perspective, however, it may not help to improve overall system throughput when traffic load is high. As these approaches essentially consume additional resources to compensate for latency. 
Observation 4: IAB relaying is effective in improving coverage. But the user perceived throughput could be undermined due to half-duplexed constraint. 
Proposal 9: Study approaches to offset the impact of half-duplex constraint on per link and overall system performance.

4.2   Cross-link interference management

In an IAB network, both the backhaul link and the access link could suffer from intra-cell, inter-cell and cross-link interferences. During NR flexible duplexing study, multiple CLI management schemes have been identified, such as interference avoidance through proper resource allocation or beam management, rate adaptation, power control, advanced receiver, etc. The CLI interference management schemes designed for flexible duplexing can be generally applied to manage CLI in IAB networks. In addition, due to backhaul and access link transmissions, IAB network introduces more dynamics in CLI. 

· The CLI between IAB nodes can vary depending on whether the interfering IAB node is transmitting in the upstream backhaul link or transmitting in the downstream backhaul/access link. Figure 19 REF _Ref513769808 \h 
 REF _Ref513537037 \h 
 illustrates the two RN-RN CLI interference scenarios. CLI measurement schemes for IAB networks need to be able to capture both types of interferences. 
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Figure 19. RN-RN CLI scenarios caused by interfering RN transmitting in the backhaul and access links


· At the victim IAB node, both DL reception in the backhaul link and UL reception in the access link could be affected by CLI. Depending on whether the interfering IAB node is transmitting in UL in the backhaul link or transmitting in DL the access link, the following four CLI scenarios could present. The CLI management schemes need to be able to manage interference in all scenarios. 
· Victim IAB node is receiving in DL in the backhaul link, interfering IAB node is transmitting in UL in the backhaul link ⇒ UE to UE interference.

· Victim IAB node is receiving in DL in the backhaul link, interfering IAB node is transmitting in DL in the access link ⇒ BS to UE interference.

· Victim IAB node is receiving in UL in the access link, interfering IAB node is transmitting in UL in the backhaul link ⇒ UE to BS interference.

· Victim IAB node is receiving in UL in the access link, interfering IAB node is transmitting in DL in the access link ⇒ BS to BS interference.

Proposal 10: CLI management schemes designed in NR flexible duplexing can be the baseline for CLI management in NR IAB system. 

Proposal 11:  Schemes for RN-RN CLI measurement need to be able to capture the following two types of interference.

· RN-RN CLI caused by interfering RN transmitting in UL in the backhaul link.
· RN-RN CLI caused by interfering RN transmitting in DL in the access link.
Proposal 12: The CLI management schemes need to be able to manage RN-RN interference in the following four scenarios:
· Victim IAB node is receiving in DL in the backhaul link, interfering IAB node is transmitting in UL in the backhaul link.
· Victim IAB node is receiving in DL in the backhaul link, interfering IAB node is transmitting in DL in the access link.
· Victim IAB node is receiving in UL in the access link, interfering IAB node is transmitting in UL in the backhaul link.
· Victim IAB node is receiving in UL in the access link, interfering IAB node is transmitting in DL in the access link.
4.3   IAB node power saving

For IAB nodes that has small cell coverage, it is likely that there are occasions where there is no active UEs in the IAB node coverage. The IAB node could also be configured with power saving mode to save power consumption. The IAB SI may need to study the power saving mechanisms for IAB nodes. 
Proposal 13: Study mechanisms on IAB node power saving.  
5   Conclusion

In this contribution, we discussed RAN1 related issues in IAB including the design of synchronization, initial access, scheduling and resource allocation, and throughput enhancement. It is summarized by the following proposals. 
Observation 1: The following two options on RN ID can be considered. Option 2 may not be able to support dual RN connection at a UE or a RN due to non-ideal backhaul.
· Option 1: each RN has a cell ID in a CC.

· Option 2: multiple RNs share a cell ID in a CC.

Observation 2:  For OTA signalling based synchronization among RNs, there could be timing offset among RNs/DNs due to timing estimation error in SSB detection, propagation delay estimation error from PRACH detection, and UE TX timing error. The timing offset could accumulate over multiple hops.     
Observation 3: TRS can be used to improve timing accuracy.

Proposal 1: Use SSB, PRACH, and TRS for OTA signalling based synchronization among RNs and DNs. 
Proposal 2: For UE or RN cell selection, the backhaul link condition should be factored in. The following two options are preferred considering latency, power consumption and specification effort:

· Option 1a: use cellBarred indication in MIB;

· Option 2: adjust RSRP threshold in initial access based on backhaul link condition.

Proposal 3: SSB and CSI-RS based RRM can be used for IAB node discovery with CSI-RS based RRM as optional. The SSB/CSI-RS among neighboring IAB nodes need to be properly configured considering half-duplex constraint at the IAB nodes. 
Proposal 4: It is preferable to stick with one DL transmission timing reference at the IAB node  
Proposal 5: Study IAB resource allocation scheme in terms of the control point, time scale, and resource allocation granularity. 

Proposal 6: Choose IAB resource allocation scheme based on criteria including specification impact, signalling overhead, system performance, complexity, scalability, and flexibility.
Proposal 7: Choose IAB scheduling scheme based on criteria including specification impact, signalling overhead, system performance, complexity, scalability, and flexibility.
Proposal 8: Study mechanisms for IAB node to provide L1 and L3 measurement reporting for its access links to the DN.

Observation 4: IAB relaying is effective in improving coverage. But the user perceived throughput could be undermined due to half-duplexed constraint. 
Proposal 9: Study approaches to offset the impact of half-duplex constraint on per link and overall system performance.

Proposal 10: CLI management schemes designed in NR flexible duplexing can be the baseline for CLI management in NR IAB system. 

Proposal 11:  Schemes for RN-RN CLI measurement need to be able to capture the following two types of interference.

· RN-RN CLI caused by interfering RN transmitting in UL in the backhaul link.
· RN-RN CLI caused by interfering RN transmitting in DL in the access link.
Proposal 12: The CLI management schemes need to be able to manage RN-RN interference in the following four scenarios:

· Victim IAB node is receiving in DL in the backhaul link, interfering IAB node is transmitting in UL in the backhaul link.

· Victim IAB node is receiving in DL in the backhaul link, interfering IAB node is transmitting in DL in the access link.

· Victim IAB node is receiving in UL in the access link, interfering IAB node is transmitting in UL in the backhaul link.

· Victim IAB node is receiving in UL in the access link, interfering IAB node is transmitting in DL in the access link.
Proposal 13: Study mechanisms on IAB node power saving.  
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Appendix
Table 6. System level simulation parameters.

	
	Parameter configuration

	Layout 
	Dense urban [4]

	Macro layer ISD
	200 m

	Number of micro RNs
	0, 3, 6, and 9 (*)

	Number of UEs per Macro cell
	30

	Antenna configuration
	Macro: (4, 8, 2, 2, 2)

Micro: (2, 4, 2, 1, 2)

UE: (2, 4, 2, 1, 2)

	Maximum Tx power 
	Macro: 43 dBm

Micro: 23 dBm 

UE: 23 dBm

	Noise figure
	Macro: 7 dB

Micro: 11 dB

UE: 11 dB

	Carrier frequency
	28 GHz 

	Bandwidth
	800 MHz

	Number of hops
	2

	Receiver type
	MMSE-IRC

	(*) The micro RNs are uniformly randomly deployed within the coverage area of macro TRP [4].
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