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1	Introduction
In this contribution, we discuss link and system evaluation results that are relevant for non-orthogonal multiple access (NOMA).  Remaining details of link level simulation parameters above those agreed in RAN1#92bis are addressed. A system level performance metric for mMTC and a traffic model for URLLC are also proposed.
[bookmark: _Ref178064866]2	Link-level evaluations
In NOMA evaluations, we should use metrics that are tailored to each use-case. For example, in eMBB, where spectral efficiency is the target, it makes sense to have sum data rate as the target metrics. In mMTC, where a high number of UEs should be supported at a certain BLER level, we could look at the UE capacity (that is, the ‘connection density’) that can be supported given a certain grade of service. This is also a relevant metric for low latency applications, yet for high reliability we believe that orthogonal access should be used.
When selecting which setups shall be considered for evaluation, we need to make sure that we avoid parameterizing the system in a way that could significantly inflate potential NOMA benefits. One such example is channel estimation (CE), whose impact on NOMA is much bigger in NOMA than in OMA. The reason is that for orthogonal transmission, the CE is only impaired by noise whereas in NOMA we further have the effect of pilot contamination; the latter is sensitive to channel dispersion, i.e., the more dispersive the channel, the more interference will be experienced on a UE DMRS sequence by other UE DMRS sequences. Ideal CE would significantly underemphasize these issues and, therefore, should not be considered. Other assumptions that inflate NOMA gains should also be captured; for example, in a grant-free scenario where UL time alignment is not guaranteed for all cell sizes and CP values, we should consider or the impact of solutions such as the added overhead of eCP, if employed for UL-NOMA. 
It is important to keep in mind that while link level simulations are of course needed, they are generally not suitable for determining the net performance of multiple access schemes, since they tend to examine fixed sets of channel and interference conditions.  As such, it is not necessary to determine gains over e.g. baseline schemes at the link level, since this can and should be done at the system level.  As agreed in RAN1#92, comparison to baseline schemes such as OMA can be done for calibration purposes only, since this can help align companies’ simulation results.  
Observations:
· Impairments such as timing, frequency, and power control error are essential parts of the NOMA study, since these impairments can impact different transmission schemes to different degrees.
· It is not necessary to develop a baseline scheme for link level gain determination.
· Conclusions on the net benefits of NOMA schemes should only be drawn at the system level.
Based on these considerations, we summarize our proposed LLS evaluation framework in Table 1, covering the different use-cases. For a background on the impairments for link level evaluation, check [3]
[bookmark: _Toc473562194][bookmark: _Toc473564415][bookmark: _Toc473565653]Proposal: 
· Link-level evaluation assumptions should be updated according to Table 1. 

[bookmark: _Ref502132553]Table 1: Updates to link level simulation parameters from RAN1#92
	Parameters
	Values or assumptions

	CRC
	16 bits, added on top of TBS sizes, e.g. for MMTC resulting in [12, 22, 42, 62, 77] byte payloads 

	UE antenna configuration
	1Tx; 2 Tx may be used for URLLC

	Power Control
	Imperfect power control with uniform distribution between [-5, +5]dB

	Frequency Error
	70 Hz for 700MHz carrier frequency
140Hz for 4GHz carrier frequency

	Timing Error
	uniform distribution within [0 CP/3] 

	HARQ processes
	1, 4 for mMTC & eMBB; 1,2 for URLLC



In the following we present simulation results and make some observations based on the them. The Table below shows the main simulation assumptions.
Table 2: Updates to link level simulation parameters from RAN1#92
	Parameters
	Values or assumptions

	Carrier Frequency
	700 MHz

	Waveform 
	OFDM 

	Numerology
	15KHz

	Modulation
	16-QAM

	BS antenna configuration
	4 Rx 

	UE antenna configuration
	1Tx, speed 3kmph  

	Power Control
	Equal long-term SNR (small variations remain).

	Channel estimation
	Ideal CSI

	Power budget / UE
	12 subcarriers

	Transmission Time
	2 slots (144 data OFDM symbols + 14 overhead) (6 data OFDM symbols +1 DMRS OFDM symbols) per slot

	Transmission Bandwidth
	8 PRBs

	NOMA Receiver
	Ordered MMSE-SIC

	Transport Block Size (TBS)
	[10, 20, 40, 60, 75] bytes

	Channel coding
	Turbo-code with the code-rate matched to meet the above TBS sizes and the total Resource Elements, 16 bits CRC

	Channel Type
	TDL-A, delay spread of 300 ns




Figure 1 and Figure 2 show WSMA schemes with spreading lengths of L =4, 6, and for different transport block Sizes TBS= 20, 60, 75 bytes, with overloading factors ρ=200%, 300%, 400%. For the sake of comparison conventional orthogonal multiple access (COMA) is also shown in both figures.
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[bookmark: _Ref510818303]Figure 1. Various WSMA schemes with spreading lengths  L =4, 6, Transport Block Sizes TBS= 60, 75 bytes, Overloading factors ρ=200%, 300%, 400%. COMA with a TBS=60 bytes is also shown for reference. The channel-coding code-rate is adapted to the TBS. 
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[bookmark: _Ref510791459]Figure 2. Results similar to Figure 1 are shown here but with TBS=20, 60 bytes. This provides insights into the performance at lower TBS where saturation is expected.     
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                      Figure 3. BLER plots comparing WSMA and COMA for overloading 100%. In addition, plot for TBS=75 bytes is also included for the WSMA scheme.
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Figure 4. BLER plot comparing WSMA scheme for various overloading and TBS.

From the above results we can make some observations:

i. For a given SNR, approximately same rate-per-RE may be achieved for various combinations of TBS, SS length L, number of UEs K and overloading factor ρ. E.g., K=12 may be served with wsma4 (L=4 and ρ=3) or with wsma6 (L=6 and ρ=2).  

ii. It can be observed from Figure 2 that some choices of  L, K, , and TBS have throughput vs. SNR curves that are relatively steep, such that as SNR increases the total system throughput increases quickly.  Therefore, a few sets of combinations may be needed for good performance.  

iii. The deciding factor for selecting the SS length L and the overloading factor ρ, could start with identifying the number of UEs K and the TBS for each UE, which are assumed to be fixed during the implementation. 

iv. Smaller SS lengths can perform better at higher overloading over a range of SNR values. E.g., for the same overloading, say 400%, wsma4 and wsma6 are serving 16 and 24 UEs respectively. Here, the rate-per-RE is lower for the latter (wsma6) when compared to the former (wsma4) for a range of SNR values. At very high SNR, the latter outperforms the former, where wsma4 has a saturated rate-per-RE. So the SS length must be mentioned along with its overloading factor. 

Observation: It is desirable to have an overloaded WSMA based NOMA system that supports variable length SS. There is a trade-off between the operating SNR range and the SS length along with its overloading factor.
3	System-level evaluations
RAN1#92b made good progress on system level evaluation scenarios and parameters, although there are open issues, most notably URLLC and eMBB traffic models.  Since NOMA with URLLC traffic has had some initial study in the NR study item [1], and given requirements being defined for Rel-16 [2], it is possible to develop a preliminary model for URLLC traffic suitable for the Rel-15 NOMA study item.  While they are equally important to progress the NOMA study, there has been insufficient time to develop the use cases and traffic models for eMBB with small packets.
3.1 URLLC traffic model
Interesting use cases for URLLC with NOMA and small packets are rather specialized.  Many low latency and high reliability applications do not have high connection density nor high packet arrival rate requirements when used in macrocell scenarios.  Consequently, there will be similar behavior to the mMTC case, when packet are small, and traffic intensity and connection density are low, there will be little opportunity for packets to arrive in the same slot, and consequently no need for multi-user schemes such as NOMA.  Factory automation applications can have higher data rate as well as tight latency and reliability requirements, but are often served by indoor base stations, while the NOMA study has agreed to 500m ISD macrocells.  Consequently, it can be challenging to develop a traffic model reflecting a realistic use case for URLLC with NOMA.
One use case that is fairly close to what is needed for NOMA study is the massive wireless sensor networks in the ‘Factories of the future’ vertical in the SA1 study on communication for automation in vertical domains [2].  This use case requires low latency, high reliability, and high UE density.  The use case includes applications with relatively frequent small packets as well.  However, it presumes that indoor small cells are used is used.  If we instead assume that many of these indoor small cells are covered by a macrocell, this use case then seems relatively aligned with what is needed for the NOMA study.  Given the use of outdoor macrocells, the ‘interval based condition monitoring’ scenario with 10 packets / second arrival rate seems a good match.  In this use case, connection densities can range from 0.05-1.0 UE / m2 in local areas of 100mx100m.  Since only a fraction of the macrocell would contain factories using these wireless sensor networks, the connection densities averaged over the cell would be substantially less than the local density, and the high end of 1 UE / m2 within the service area would be quite unrealistic. We note that 0.01 UE/m2 is described as ‘very high’ density in multiple places in the ‘Factories of the Future’ vertical.  Given this, 0.01 UE/m2 seems a reasonable upper bound on the average connection density for URLLC.

Observations:
· Interesting use cases for URLLC with NOMA and small packets are rather specialized.  
· Many low latency and high reliability applications do not have high connection density nor high packet arrival rate requirements when used in macrocell scenarios.
· The ‘massive wireless sensor networks’ use case [2] might be ‘stretched’ for use with NOMA
· This use case requires relatively low latency and relatively high reliability, UE density, and packet arrival rates.
· Instead of using indoor small cells, many of the indoor sensor networks are served by macrocells.
· Packet arrival rates can be up to 10 Hz
· A maximum average connection density over the cell of 0.01 UE / m2 seem appropriate

The NR study had the following URLLC traffic model in section A.2.4 of [1]:
	Traffic model
	Unidirectional and bidirectional (DL or UL).
URLLC: Both FTP Model 3 (with Poisson arrival) and periodic packet arrivals with packet size 32, 50, 200 bytes.
eMBB: Option 1: Full buffer, Option 2: FTP model 3 with packet size, 0.1Mbytes and 0.5Mbytes



For the purpose of the NOMA study, it can be assumed that NOMA traffic is transmitted in reserved PRBs.  Therefore, it is not necessary to simulate eMBB traffic mixed with NOMA traffic.  
It is our understanding that 32 bytes is probably too small a payload for most URLLC applications, and so we prefer to eliminate that packet size.  Having both the 50 and 200 byte packet sizes as candidate packet sizes for UEs in a given simulation is more realistic, since it is highly unlikely that all UEs in a cell would run the exact same application with the same packet sizes.
Periodic packet arrivals are often not realistic in eMBB or mMTC applications.  However, applications requiring frequent small packets with low latency are much more likely to be periodic, and so URLLC applications can be realistically modelled with periodic packet arrivals.   However, not all URLLC applications are periodic, and Poisson arrivals can be suitable for these cases.  Therefore, having both periodic and Poisson arrivals traffic models as alternatives for the NOMA study is desirable.  
Observations:
· URLLC use cases can be realistically modelled with periodic packet arrivals, in contrast to other use cases.
· Poisson arrivals are also realistic for URLLC
· Packet sizes of 50 and 200 bytes seem reasonable for URLLC
· UEs in a simulation should be able to transmit either 50 or 200 bytes to reflect some variation among UE applications in a cell

Given the above, we propose the following model for URLLC:
Proposal:
For NOMA URLLC, traffic is modelled as follows:
· Packet arrival per UE is either periodic or Poisson: 
· Each packet can be either 50 or 200 bytes
· Average packet arrival rate is no greater than 10 Hz
· Average connection density over the cell is at most 0.01 UE / m2 

3.2 Quality of service requirements for mMTC
In RAN1#92b, it was decided to use the following as one metric for mMTC performance:
· Higher layer packet drop rate (PDR) vs. offered load. The definition of PDR is FFS:
· Offered load can be at least 
· Higher layer packet arrival rate (PAR) per cell for massive connectivity
Since the definition of PDR is FFS, we address it in the following.
TR 38.802 section 9.12  calls for an evaluation of packet drop vs. packet arrival rate per cell, where: “packet drop rate is defined as (Number of packet in outage) / (number of generated packets), where a packet is in outage if this packet failed to be successfully received by destination receiver beyond ‘Packet dropping timer’”.  Typically packet drop rate is modelled on link level, while on system level it is more appropriate to consider outage in terms of percentage non-served users. However, considering that it is expected that mMTC corresponds to small and infrequent data delivery it is our understanding that the packet drop rate requirement actually corresponds to an outage requirement of 1%. This implies that the connection density is to be evaluated at the point where 99% of all users are served by the investigated system.
Proposal
· The TR 38.802 packet drop rate metric is interpreted as an outage requirement of 1%, implying that the connection density (number of generated packets) should be provided at the point where 99% of all users are served by the system. 

The meaning of a packet dropping timer depends on at what level in the protocol stack the timer is considered. Since it was agreed to use higher layers in the packet dropping rate, the packet dropping timer should then be defined as a timer started at the point where the higher layers in the device or the eNB triggers a connection attempt, and at expiration the user is considered as dropped. 
Proposal
· A packet dropping timer should be started when upper layers triggers an attempt to access the system for the purpose of initiating a data transfer. The timer is terminated when the data has been delivered by the receiver.

The actual timer value is dependent on many factors such as agreed path loss and distribution of packet sizes. Massive MTC is also considered to be delay insensitive. With this in mind, we believe it is sufficient to declare the used packet drop timer when along with service latency statistics when presenting the connection density. 
Proposal
· The packet drop timer is to be declared and service latency performance is to be presented when presenting the achieved connection density.
4	Conclusions
In this contribution, we have considered link and system level simulation setups for NOMA, including metrics needed in the evaluations.  We made the following observation and proposals:
Observation from link level results
· Impairments such as timing, frequency, and power control error are essential parts of the NOMA study, since these impairments can impact different transmission schemes to different degrees.
· It is not necessary to develop a baseline scheme for link level gain determination.
· Conclusions on the net benefits of NOMA schemes should only be drawn at the system level.
· It is desirable to have an overloaded WSMA based NOMA system that supports variable length SS. There is a trade-off between the operating SNR range and the SS length along with its overloading factor.

Proposals for link-level evaluation
· Link-level evaluation assumptions agreed earlier are updated according to Table 1.  

Proposal for traffic model:
For NOMA URLLC, traffic is modelled as follows:
· Packet arrival per UE is either periodic or Poisson: 
· Each packet can be either 50 or 200 bytes
· Average packet arrival rate is no greater than 10 Hz
· Average connection density over the cell is at most 0.01 UE / m2 

Proposals for mMTC quality of service requirements:
· The TR 38.802 packet drop rate metric is interpreted as an outage requirement of 1%, implying that the connection density (number of generated packets) should be provided at the point where 99% of all users are served by the system. 

· A packet dropping timer should be started when upper layers triggers an attempt to access the system for the purpose of initiating a data transfer. The timer is terminated when the data has been delivered by the receiver.

· The packet drop timer is to be declared and service latency performance is to be presented when presenting the achieved connection density.
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