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1 Introduction

In RAN1 #92bis, the following agreements are made on CSI reporting capability and timing [1].
Agreement 1
· A UE capable of X simultaneous CSI calculations (according to capability 2-35) is said to have X CSI processing units. For aperiodic CSI report using AP CSI-RS (with a single CSI-RS resource in the resource set for channel measurement). 

· the CSI processing unit remains occupied from the first OFDM symbol after the PDCCH trigger until the last OFDM symbol of the PUSCH carrying the CSI report

· If N AP CSI reports (each with a single CSI-RS resource in the resource set for channel measurement) are triggered in a slot, but the UE only has M un-occupied CSI processing units, UE is only required to update M of the N CSI reports 

· FFS if a rule is needed which CSI reports are required to be update or if it’s up to the UE

· FFS if a CSI report linked with Ks > 1 CSI-RS resources for channel measurement occupies Ks CSI processing units or one CSI processing units

Agreement 2
· Introduce a new UE capability on support of either “Type A CSI processing capability” or “Type B CSI processing capability” with regard to the number of simultaneous CSI calculations X
· For CSI latency requirement when an A-CSI trigger state triggers N CSI reports (where each report n is associated with (Zn, Z’n)) and have M un-occupied CSI processing units: 

· For Type A CSI processing capability:

· A UE is not expected to update any of the triggered CSI reports if the time gap between the first symbol of PUSCH and the last symbol of the associated ap-CSI-RS / ap-CSI-IM does not give enough CSI calculation time according to 
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· FFS how to index the M reports in this case to form
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· UE may ignore a DCI scheduling a PUSCH with scheduling offset smaller than 
 
· This applied to CSI only case, FFS for CSI+UL-SCH case

· For Type B CSI processing capability:

· A UE is not expected to update a CSI report if the PUSCH scheduling offset does not give enough CSI calculation time according to the Z’ values for that report

· UE may ignore a DCI scheduling a PUSCH with scheduling offset smaller than the any of the Z values in different reports

· This applied to CSI only case, FFS for CSI+UL-SCH case

· CSI reports based on P / SP CSI-RS are assigned to CSI processing units as follows:
· Type A:

· For P / SP CSI reports, the CSI processing unit is occupied from the first symbol of the CSI reference resource of the P / SP report until the first symbol of the physical channel carrying the report
· For A CSI reports, the CSI processing unit is occupied from the first symbol after the PDCCH triggering the report until the [first or last] symbol of the PUSCH carrying the report
· Type B:

· A periodic or aperiodic CSI reporting setting associated with P/SP CSI-RS is assigned one (or Ks) CSI processing unit and always occupy them 

· An activated SP-CSI report setting is assigned one (or Ks) CSI processing unit and occupies them until deactivated

· Once the SP-CSI report is deactivated, the CSI processing unit can be used for other CSI report

· Note: Type A assumes serial CSI processing implementation while Type B assume parallel CSI processing implementation. Note that this will not be captured in specification.

Agreement 3
When a CSI report is linked with Ks > 1 CSI-RS resources for channel measurement is triggered

· For Type A CSI processing capability:

The CSI report occupies a single CSI processing unit and the latency requirement is calculated based on (Zn, Z’n) according to the High latency CSI class 

· For Type B CSI processing capability, downselect between the following in RAN1#93:

Alt1: The CSI report occupies a single CSI processing unit and the latency requirement is calculated based on (Zn, Z’n) according to the High latency CSI class 

Alt2: The CSI report occupies Ks CSI processing units and the latency requirement for each unit is calculated based on (Zn, Z’n) according to the High latency CSI class  

Companies are encouraged to provide their preference on either of the above alternatives and relevant (Zn, Z’n) values

· Note: If more than one CSI-RS resource for CM is configured for a CSI report, the report belongs to the High Latency CSI class

Assuming Type A CSI processing capability or Type B if Alt 1 above is agreed:

· If a CSI report is linked with Ks > 1 CSI-RS resources for channel measurement 

For Ks=2, at most 16 CSI-RS ports per CSI-RS resource can be configured

For 8>=Ks>2, at most 8 CSI-RS ports per CSI-RS resource can be configured
The remaining issues include how to map the CSI reports to un-occupied CSI processing units and how to map the CSI report with CRI to CPU(s). Moreover, some of the rules for Type A UEs need to be clarified. In this contribution, we give our views on these issues.
2 CSI report timing and capability
Clarification on Type A capability
In the above Agreement 2, ZTOT and Z’TOT are defined as 
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, respectively. This is reasonable for the case M<=N, where M is the number of un-occupied CPUs, and N is the number of triggered CSI reports in a certain slot. However, if M>N, which means UE is triggered with fewer CSI reports than the number of un-occupied CPUs, this equation does not make sense. Hence we propose to revise ZTOT and Z’TOT as 
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Further, in the UE behaviour agreed for Type A UEs, A UE is not expected to update any of the triggered CSI reports if the time gap between the first symbol of PUSCH and the last symbol of the associated ap-CSI-RS / ap-CSI-IM does not give enough CSI calculation time according to Z’TOT. However, it is not clear that the ‘time gap’ is the time gap of which among the N triggered reports. For the CSI reports triggered in one slot, their associated CSI-RS resources can appear in different slots, which leads to different time gaps between CSI-RS and PUSCH. In fact, the merit of the Type A capability is serial processing, which means UE process all the CSI reports one-by-one. If UE doesn’t have enough time to process all of them, UE would not update any of them. Otherwise, spec may limit the UE implementation since the order to process these reports has to be defined. In this sense, if UE does not have enough time to finish the processing of the one with minimum time gap between CSI-RS and PUSCH, UE would not update any of the reports. Hence the time gap to be compared with Z’TOT should be the minimum time gap of the N triggered CSI reports. 
Based on the above analysis, we propose to refine the Type A UE behavior in Agreement 2 as follows.
Proposal 1: For CSI latency requirement when an A-CSI trigger state triggers N CSI reports (where each report n is associated with (Zn, Z’n)) and have M un-occupied CSI processing units: 

· For Type A CSI processing capability:

· A UE is not expected to update any of the triggered CSI reports if the minimum time gap between the first symbol of PUSCH and the last symbol of the associated ap-CSI-RS / ap-CSI-IM of the N triggered CSI reports does not give enough CSI calculation time according to  
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· FFS how to index the M reports in this case to form
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· UE may ignore a DCI scheduling a PUSCH with scheduling offset smaller than 
 
· This applied to CSI only case, FFS for CSI+UL-SCH case

Mapping rules to un-occupied CPUs
In the CSI processing capability system agreed last meeting, there are two places expecting rules to determine the mapping from triggered CSI reports to un-occupied CPUs. 

The first one is to determine which reports can be updated for the case that N CSI reports are triggered in one slot and M CPUs are un-occupied. The simplest rule that works well is that the updated M reports are with the lowest ReportConfig IDs.
The other one is for Type A UEs, when calculating ZTOT and Z’TOT, we should use which min(m,n) reports. The same rule can be applied here. These min(m,n) reports are the reports with lowest ReportConfig IDs.

Proposal 2: 

· If N AP CSI reports (each with a single CSI-RS resource in the resource set for channel measurement) are triggered in a slot, but the UE only has M un-occupied CSI processing units, UE is only required to update M of the N CSI reports. These M reports are the ones with lowest ReportConfig IDs.

· For Type A UEs, when calculating ZTOT and Z’TOT, these min(m,n) reports are the ones with lowest ReportConfig IDs.
UE behaviour for the CSI+UL-SCH
In last meeting, UE would ignore the DCI for the CSI only case when network does not provide enough time for Z or ZTOT. However, for the CSI+UL-SCH case, if UE still ignores the DCI just because CSI is not ready, it would cause too much loss for the UL data transmission. Hence we suggest that UE is not required to update the CSI if Z or ZTOT is not satisfied when CSI is multiplexed with UL-SCH. In this case, the rate matching procedure is just that UE would follow the MCS indicated in DCI to transmit UL-SCH.
Further, for Type A UEs, ZTOT is the total value for the reports processed in serial. Hence if the PUSCH scheduling offset is smaller that ZTOT, UE would not update any of them. Meanwhile, for Type B UEs, as they process the CSI reports in parallel, if some particular reports cannot be given enough time for processing according to their own Z values, UE would not update these reports. But UE can still update the reports with enough time for processing. Hence, we have the following proposal.
Proposal 3: 

· For Type A CSI processing capability, UE is not required to update any of the triggered CSI reports in one DCI if the PUSCH scheduling offset does not give enough CSI calculation time according to ZTOT, if CSI and UL-SCH are multiplexed in the PUSCH.
· For Type B CSI processing capability, UE is not required to update a CSI report if the PUSCH scheduling offset does not give enough CSI calculation time according to the Z value for that report, if CSI and UL-SCH are multiplexed in the PUSCH.
Mapping from CSI with CRI to CPU(s) for Type B UEs
In last meeting, two alternatives are proposed for Type B UEs in the case that Ks resources are configured for CSI reporting.
· Alt1: The CSI report occupies a single CSI processing unit and the latency requirement is calculated based on (Zn, Z’n) according to the High latency CSI class 

· Alt2: The CSI report occupies Ks CSI processing units and the latency requirement for each unit is calculated based on (Zn, Z’n) according to the High latency CSI class  

We think Alt 2 is too conservative. For Alt 1, the UE processing capability has already been guaranteed by treating the CSI with CRI reporting as high latency class and restricting the number of ports for each resource. However, Alt 2 would treat the CSI as high latency class and let it occupy Ks CPUs. Considering the case that only 2 ports or non-PMI feedback are configured for each resource, the complexity of this CSI with CRI reporting is not quite high. Alt 2’ double protection is unnecessary from our point of view. Alt 1 with port number restriction is sufficient.
Proposal 4: When a CSI report is linked with Ks > 1 CSI-RS resources for channel measurement is triggered, for Type B CSI processing capability, the CSI report occupies a single CSI processing unit and the latency requirement is calculated based on (Zn, Z’n) according to the High latency CSI class.
3 Conclusion

In this contribution, we analyze remaining issues related to CSI reporting. We have the following proposal.
Proposal 1: For CSI latency requirement when an A-CSI trigger state triggers N CSI reports (where each report n is associated with (Zn, Z’n)) and have M un-occupied CSI processing units: 

· For Type A CSI processing capability:

· A UE is not expected to update any of the triggered CSI reports if the minimum time gap between the first symbol of PUSCH and the last symbol of the associated ap-CSI-RS / ap-CSI-IM of the N triggered CSI reports does not give enough CSI calculation time according to  
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· FFS how to index the M reports in this case to form
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· UE may ignore a DCI scheduling a PUSCH with scheduling offset smaller than 
 
· This applied to CSI only case, FFS for CSI+UL-SCH case

Proposal 2: 

· If N AP CSI reports (each with a single CSI-RS resource in the resource set for channel measurement) are triggered in a slot, but the UE only has M un-occupied CSI processing units, UE is only required to update M of the N CSI reports. These M reports are the ones with lowest ReportConfig IDs.

· For Type A UEs, when calculating ZTOT and Z’TOT, these min(m,n) reports are the ones with lowest ReportConfig IDs.
Proposal 3: 

· For Type A CSI processing capability, UE is not required to update any of the triggered CSI reports in one DCI if the PUSCH scheduling offset does not give enough CSI calculation time according to ZTOT, if CSI and UL-SCH are multiplexed in the PUSCH.
· For Type B CSI processing capability, UE is not required to update a CSI report if the PUSCH scheduling offset does not give enough CSI calculation time according to the Z value for that report, if CSI and UL-SCH are multiplexed in the PUSCH.
Proposal 4: When a CSI report is linked with Ks > 1 CSI-RS resources for channel measurement is triggered, for Type B CSI processing capability, the CSI report occupies a single CSI processing unit and the latency requirement is calculated based on (Zn, Z’n) according to the High latency CSI class.
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