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1 Introduction

According to the SID [1], one of the objectives in the NR IAB SI is to identify and study the potential solutions for the dynamic resource allocation between backhaul and access links, which can be efficiently multiplexed in time, frequency, or space across one or multiple backhaul links hops due to the deployment of massive MIMO or multi-beam operation in NR, along with the expected larger bandwidth available.

With TDM/FDM/SDM based flexible radio resource utilization, the system capacity and end-to-end transmission delay will be potentially improved at the cost of complicated interference management and scheduling mechanisms. 

In this contribution, we present some preliminary evaluation results on the dynamic resource allocation mechanism between access and backhaul links, and the impact of backhaul link capacity is also evaluated, following the scenario and system evaluation methodology discussed in the other companion contribution [2].
2 Resource allocation consideration between backhaul and access
In LTE relay, backhaul link is multiplexed with access in a semi-static TDM manner, and the time slot allocation pattern for backhaul link is predefined according to the MBSFN subframe location and semi-statically configured by RRC signaling, the access link is not allowed to occupy the backhaul slot even though the backhaul transmission slot is not used. 
While the TDM in NR IAB is much more flexible in terms of both backhaul slot pattern and its configuration, without the specific MBSFN subframe location constraint, thanks to the NR frame structure design flexibility. In addition, the SDM/FDM based resource allocation further provides freedom for efficient resource utilization, as shown in Figure 1. Actually, if backhaul and access link can share the same serving beam, the resource multiplexing scheme between them can be treated as multiple user scheduling, therefore various resource allocation scheme with optimal system performance can be applied.
The advanced resourced multiplexing scheme can be extended straightforward to multiple backhaul link hops case, to enable multiple backhaul links multiplexing. 
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Figure 1: FDM and SDM based resource allocation between backhaul and access
We take the TDM based resource partitioning between backhaul and access as being always there as a basic scheme considering the half duplex constraint of IAB node, and the TDM slot pattern for backhaul transmission can be flexibly configured by both RRC and DCI signaling from its “parent” node, following the existing NR frame structure design. On top of dynamic TDM fashion, FDM, SDM or other feasible resource allocation scheme between backhaul and access link can be further applied on the allocated backhaul transmission slot, according to the traffic volume within each IAB node’s buffer, the traffic delay requirement, and the resource availability, which is determined by the scheduling decision at IAB node. Specifically, the IAB node acquires its backhaul slot/beam allocation first from its “parent” node (i.e., IAB node or Donor) and then decides whether and how to multiplex the backhaul link together with its access link or other backhaul links with its “child” node. Such multiplexing is feasible only when the backhaul link transmission with its “parent” node doesn’t occupy all the available radio resource. SDM based resource allocation is specifically applicable for mmWave scenarios if backhaul and access beams are towards different directions, as the beam resource will be wasted if access link is not allowed to be multiplexed with backhaul links simultaneously. In addition, considering the practical scheduling processing time in relay node, the backhaul link transmission slot acquisition time from the “parent” node (i.e. BH-PDCCH) should be ahead of the access link scheduling time (i.e. AC-PDCCH), as shown in Figure 2, in order to enable the dynamic/flexible resource allocation at RN.
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Figure 2: Backhaul PDCCH and access PDCCH timing for dynamic resource allocation
In this paper, dynamic TDM slot allocation between backhaul and access link with and without SDM based multiplexing are evaluated, in single hop scenario. As comparison, the static TDM based slot allocation scheme is also presented.  

· Scheme 1: Static TDM slot allocation between backhaul and access

For scheme 1, a predefined fixed TDM slot allocation for backhaul link similar to LTE relay, is evaluated whatever the required backhaul transmission capability is, thus resulting in inefficient resource utilization   

· Scheme 2: Dynamic TDM slot allocation between backhaul and access

For scheme 2, the TDM slot allocation pattern can be flexibly configured according to the backhaul transmission capacity requirement, and also for each specific configuration, the backhaul slot can be used for access link by dynamic scheduling, if backhaul transmission is not scheduled in that slot.
· Scheme 3: Dynamic TDM slot allocation + flexible SDM between backhaul and access

In this scheme, the SDM scheme between backhaul and access links is applied on top of the dynamically allocated backhaul transmission slot, according to the scheduling decision at IAB node.
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Scheme 1: Static TDM
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Scheme 2: Dynamic TDM
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Figure 3: Various resource allocation scheme in the evaluation
With dynamic/flexible resource allocation, the requirement for backhaul link transmission capacity is increased since access link can acquire more transmission opportunity by flexible multiplexing. In the next section, some preliminary evaluation results in are presented in this paper to verify the benefits of dynamic/flexible resource allocation, and also the backhaul link capacity’s impact on system performance. 
3 Evaluation results
3.1 Coverage enhancement
Other than what has already been discussed in [2], the additional detailed evaluation parameters are listed in the appendix.
Figure 4 shows the UE geometry distribution. UE’s SINR is significantly improved, as expected if IAB nodes are introduced, since UEs get closer to access point. The SINR improves further with more IAB nodes deployment.
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Figure 4: UE geometry performance of IAB
In Figure 5, it can be observed that without IAB node, the outage performance with typical 80% indoor/20% outdoor UE distribution is degraded in case of 500 m ISD, and downlink above 30% and uplink above 40% UEs suffer outage (no throughput). The outage performance is significantly improved with the introduction of more IAB nodes. Actually the multiplexing scheme between backhaul and access link has negligible impact on outage performance since it mainly depends on UE’s SINR, instead of how to multiplex access and backhaul.

If changing UE distribution to 100% outdoor, the outage improves even without IAB nodes  since there are fewer coverage holes as shown in Figure 6.  In order to create the multi-hop topology, scenarios with plenty of coverage holes are preferable. Therefore, it is necessary to take UE distribution to account when discussing IAB scenarios. To be specific, if 100% of UEs are dropped outdoor, the ISD should be enlarged further to create more coverage holes.
Observation 1: Outage performance depends strongly on UE distribution and it is necessary to take UE distribution to account when discussing IAB scenarios.
Observation 2:  Typical 80% indoor/20% outdoor UE distribution, together with enlarged ISD (i.e. 500 m) seems a good configuration to create multi-hop topology. If UEs are 100% outdoor distributed, ISD should be further enlarged.
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Figure 5: Outage performance with static TDM scheme (80% indoor/20% outdoor, ISD=500)
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 Figure 6: Outage performance with static TDM scheme (100% outdoor, ISD=500)

3.2 Dynamic/flexible resource allocation
Table 1 illustrates system capacity evaluation comparison for full buffer traffoc with various resource allocation schemes discussed above, considering different number of IAB node sconnected with 1 Donor. It can be observed that:
· Better system capacity can be achieved with the introduction of IAB nodes. 
· Compared to static TDM, dynamic TDM scheme brings clear performance enhancement due to the better resource utilization.

· SDM further improves system capacity by utilizing the beams unavailable to backhaul links to serve UEs, and the growing benefits of SDM can be observed if more RNs are deployed.
Observation 3: Dynamic TDM resource allocation between backhaul and access links brings clear system capacity gain.
Observation 4: SDM can further improve system performance on top of dynamic TDM.
Table 1:  Area traffic capacity comparison
	IAB node number
	Area traffic capacity performance gain, baseline: w/o IAB nodes

	
	Static TDM
	Dynamic TDM
	Dynamic TDM+ SDM

	1 IAB node/sector
	12.1%
	20.1%
	23.1%

	3 IAB node/sector
	17.8%
	28.4%
	37.2%

	4 IAB node/sector
	23.1%
	37.2%
	53.0%


3.3 High spectrum-efficiency backhaul link
In Table 2, we evaluate the system performance with various backhaul link capacity. Obviously, system capacity almost doubles for each scheme configuration if the allowable backhaul capacity doubles from 256QAM to 1024QAM. Specifically, dynamic SDM benefits more from the increased backhaul capacity.

The evaluation shows that the end-to-end performance is highly dependent on the backhaul link capacity. If backhaul capacity is constrained, data will be congested in the buffer and block the arrival of new data. For dynamic SDM, the access link transmission opportunity is increased since the access links can share the same backhaul slots in different beam directions, therefore more gain can be reaped if backhaul link allows higher transmission capacity as illustrated in Table 2.
Therefore, backhaul capacity is one bottleneck for system performance. It is important to support high-order modulation for the backhaul transmission.
Table 2: System capacity performance with 1024QAM/256QAM backhaul 
	Maximum MCS for backhaul link
	IAB node number
	System capacity performance gain, baseline: w/o IAB nodes

	
	
	Static TDM
	Dynamic TDM
	Dynamic SDM

	256 QAM
	1 IAB node/sector
	12.1%
	20.1%
	23.1%

	
	3 IAB node/sector
	17.8%
	28.4%
	37.2%

	
	4 IAB node/sector
	23.1%
	37.2%
	53.02%

	1024 QAM
	1 IAB node/sector
	26.9%
	46.8%
	56.5%

	
	3 IAB node/sector
	33.6%
	61.3%
	80.4%

	
	4 IAB node/sector
	43.3%
	84.0%
	112.5%


If we observe the geometry of backhaul links as shown in Figure 6, up to 70% of backhaul links can support 1024-QAM. 
Observation 5: High spectral efficiency backhaul link (e.g., using 1024Q-AM) can further enhance the system capacity.
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Figure 6: Geometry of IAB node 

4 Conclusions
In this contribution, we  describe and evaluate potential dynamic/flexible resource allocation schemes. The following observations can be made according to the evaluation:
Observation 1: Outage performance depends strongly on UE distribution and it is necessary to take UE distribution to account when discussing IAB scenarios.

Observation 2:  Typical 80% indoor/20% outdoor UE distribution, together with enlarged ISD (i.e. 500 m) seems a good configuration to create multi-hop topology. If UEs are 100% outdoor distributed, ISD should be further enlarged.
Observation 3: Dynamic TDM resource allocation between backhaul and access links brings clear system capacity gain.

Observation 4: SDM can further improve system performance on top of dynamic TDM.

Observation 5: High spectral efficiency backhaul link (e.g., using 1024Q-AM) can further enhance the system capacity.
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Table A.1 System-level parameters
	Attribution 
	Assumption

	Network Layout
	Hexagonal cellular network (ISD = 500m) with multi-hop relaying

	Number of TRPs
	19 macro TRPs and 57*Nr rTRPs where Nr is the number of rTRPs per sector. The value of Nr is {1,3,4}.

	UE number per sector
	30 (80% indoor, 20% outdoor)

	Carrier frequency
	30GHz


	Subcarrier spacing
	60kHz

	Slot length
	0.25ms with 14 symbols

	TDD UL/DL configuration
	D:U = 3:2 for baseline(without RN)

	MIMO
	MU-MIMO

	Scheduling
	PF

	HARQ
	CC

	MCS
	Up to 256QAM

	Receiver
	MMSE-IRC

	Traffic model
	Full buffer

	Codebook for analog beamforming
	DFT-based, no oversampling

	Penetration loss
	50% high loss, 50% low loss

	Metric
	Geometry: the metric is calculated without analog beamforming

Full buffer: Area traffic capacity[2]


