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1	Introduction
An unofficial email discussion has been launched after RAN1#92 meeting. Some questions on NOMA transmitter side processing and receiver types are listed and companies’ views are captured and summarized in this contribution. It can be used as the starting point for the online/offline discussions in RAN1#92bis meeting. 

2	Transmitter side processing
Potential key modules for NOMA at transmitter side are shown in Fig. 1. In this general structure of Tx side processing, not all the modules may need to work together, e.g., certain performance requirement may be fulfilled by turning on some of modules. Note that in “channel encoder” block, repetition or rate matching can be performed after the core processing of channel encoding. In “spreading” block, sequences for symbol level spreading can vary for different modulation symbols for the same user. This block diagram may be updated later to reflect more understanding of the proposed NOMA schemes.
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[bookmark: _Ref498612146]Figure 1 General structure of transmitter side for non-orthogonal multiple access schemes.
The following questions are for clarification of Tx side NOMA schemes by proponent companies:

Question 1: which module(s) represent(s) the essential processing of the proposed NOMA scheme?
Note: proponents should provide details also on the unique character of each NOMA scheme in the indicated module(s)

	Company
	View

	Qualcomm
	We think Figure 1 above needs to separate the generation of preamble/RS from that of data. Besides, the TX chain should accommodate multi-layer transmission from a single UE. 
The NOMA transmission scheme proposed by Qualcomm can be shown in Figure 1(QC).  In particular, we have considered symbol-level spreading, scrambling, as well as precoding before the resource mapping of data RE. 
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Figure 1 (QC):  NOMA Transmitter Side Processing Based on Multi-Layer Linear Hybrid Spreading
Some examples for the generation of spreading codes and scrambling codes can be given as follows:
a) Generation of Spreading Code
The generation of spreading code is UE specific and/or layer-specific. 
· For single-layer transmission (M=1), both pseudo-random sequence and WBE sets can be employed for spreading. For example, assume the spreading factor is K and the number of distinct spreading codes is N. Then the n-th spreading code can be denoted by
.         	(1)
One example of closed-form construction would be 
;           (2)
where  is a perfect sequence satisfying
	                       	  	(3)
It can be shown that the spreading code generated above is a WBE set, which achieves the Welch lower bound on sum squared correlations for arbitrary K and N satisfying .
· For multi-layer transmission with M≥2, there are multiple ways in generating the spreading codes, such as M layer-specific orthogonal sequences, M layer-specific WBE sequences, or a UE-specific WBE sequence common to all layers. Examples of orthogonal sequences include DFT sequence, Chu sequence and Walsh-Hadamard codes. 

b) Generation of Scrambling Code
The generation of scrambling code can be UE and/or cell specific. The sequences used for scrambling code can down select from Gold sequences (as defined in 3GPP TS 38.211, Section 6.3.1.1) and Zadoff-Chu sequences.


	Intel
	LCRS utilizes same coding procedure as NR PUSCH including channel encoding, rate matching, bit-level scrambling and then modulator. The main operational difference from current NR PUSCH is that the physical resources mapped to the generated signals can be shared by multiple users. The bit-level scrambling part performs as the user separation by randomizing the signals from other users and then making multi-user interference as random as possible. Bit level scrambling function defined in 38.211 can be the LCRS MA signature as it is defined in a UE-specific manner.  One additional thing to be taken into account is to make sure the code rate is comparatively low for achieving the maximum coding gain in order to overcome the inter-user interference. Details can be seen in R1-1802425
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	Hughes
	ACMA with optional multi-layers has essentially an identical block diagram as Figure 1 above in this document.
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The most essential block in ACMA is NOMA-optimized channel encoder which can be decoded using the same NR LDPC decoder. Everything else in the simulation chain being equal, NOMA-optimized FEC code provides 100% throughput improvement with respect to non-NOMA optimized FEC codes such as LTE turbo codes. Details can be seen in R1-1801888.

	InterDigital
	In NOMA schemes based on low code rate spreading, including IDMA, the UE-based randomizer function is the key component that enables separation of users at the receiver. The randomizer can be envisioned either as an interleaving or a scrambling operation.



	vivo
	We mainly envision mMTC and eMBB small data, for which asynchronous NOMA schemes and low PAPR schemes should be emphasized. The schemes we proposed is for the UE to reuse currently defined preambles and formats in initial access procedure to transmit data without tight UL synchronization. It also involves the use of low code rate channel coding for small data transmission to combat interferences from other UEs when they are non-orthogonally multiplexed on the same resource.
One more thing to clarify is that in Figure 1 preamble/RS mapping is put in one block. Our intention is to split them into two parts, with preamble mainly used for UL synchronization while RS for data demodulation.
Moreover, we also envision the use of low PAPR DFT-s-OFDM, which is not reflected in Figure 1.




	Samsung
	Agree with Qualcomm that the generation of preamble/RS for NOMA can be separately discussed from the Tx structure of data. And we optionally consider a NOMA Tx chain accommodating multi-layer transmission from a single UE to support larger per UE spectrum efficiency, subject to the low coding rate and low complexity receiver desired.
The NOMA transmission scheme proposed by Samsung is depicted by below figure (note: this is a TX schematic of the ith UE/layer). Our scheme synergizes bit-level randomizer + randomized sparsity by symbol-level interleaving with zero padding. 

We are open to study the generation of interleavers for this NOMA proposal based on NR existing interleaving or other optimized interleaving. 
From our perspective, both of a bit-level randomizer and sparse mapping are essentially making NOMA practically feasible in cellular. The bit-level randomizer enables user separation in multi-user detector, while sparse mapping further facilitates inter-cell interference immunity and LDPC decoding as well as reduces the detection complexity, all of which are very important for NOMA in practice.  More details can be found in our Tdoc for RAN1#92bis.

	LGE
	We think that all modules in Figure 1 need to be considered as the essential processing of NOMA schemes, at least the NOMA scheme in R1-1802229. However, Figure 1 needs to separate the modules of ‘Scrambler/Interleaver’ and ‘Preamble/RS mapping.’ In addition, we have a similar view of Qualcomm and Samsung for multi-layer transmission from a single UE. 
The NOMA scheme proposed by LGE in R1-1802229 can be shown as follow:
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· The generation of scrambling code for scrambler can be UE and/or cell specific, such as scrambling function defined in 38.211. The scrambler can be used for randomization for intra-cell/inter-cell interference.
· The generation of spreading code can be defined in a complex vector derived from Grassmannian line packing problem. Here, the spreading code can be Grassmannian Sequence or M-QAM quantized Grassmannian Sequence. Details can be seen in R1-1802229.
· The DFT can be activated in case of coverage extension. 

	ETRI
	We think the most of the proponent’s essential key feature of NOMA scheme is captured well in the figure 1.  Signature generation module might be located either at bit-level or symbol-level signature or both.  However, DMRS could be separately discussed whether it can be tied to signature or not.  The NOMA scheme of is captured below


The key component would be the bit-level MA user specific signature generator block. The short-length bit-level permutation as well as scrambling part is UE-specific, and so can be the DMRS. The symbol level spreading block can be non-UE specific.  However, depending on circumstances, UE can randomly choose a signature both in bit and symbol level.  

	CATT
	The transmitter side processing for PDMA is shown in the following figure. The essential processing is symbol level spreading with PDMA pattern to separate UEs. PDMA pattern defines the rule of mapping data sparsely to the radio resource, which can be defined as a binary vector with unequal diversities for different users. For symbol to RE mapping, the mapping rule based on maximizing frequency diversity can be used.



	DOCOMO
	In order to support different scenarios, different overloading, in addition to the modules in Fig. 1, we propose to add grouping/configuration unit to select signature for each user.

 

[image: ]The spreading sequence is GWBE sequence satisfying , and the detailed sequences can be found in R1-1802497. An illustration is provided below.



In our understanding, power difference is a key point to optimize the spreading sequence and can let the gNB have more flexibility to configure the signature pool for different grouped users.

	Sony
	Key components are low code rate channel coding and UE specific interleaver and scrambler to randomize the interference signals. 

  

	NICT
	Tx side processing is shown below.
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Essential modules at TX side processing for NOMA are channel encoder, scrambler, modulator, preamble/RS mapping.
Reference signal should be located as close to the data signal as possible in time domain. Reference signal design should be based on the maximum number of UEs multiplexed on the same time/frequency resource.

	Nokia/NSB
	We share the views with other companies, the DMRS/Preamble can be discussed separately from data processing.
For NOCA, the essential part is the symbol-level spreading and the sequence selection. The spreading sequences are produced based on QPSK-based sequence, which is the same as the DMRS sequence generation. The sequence pool includes both orthogonal and non-orthogonal sequences.
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For IDMA transmitter structure, as showing in the below figure, the spreader can select from repetition coding or spreading. The bit or symbol level interleaving is user-specifically exploited before or after the modulation. The user-specific interleaving equivalently randomizes the structure of the users’ encoders, and enables the gNB to make use of this signature to recover the data signal by means of advanced receiver.
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	Huawei
	The key elements of SCMA include building the structured symbol dependency among a sequence of symbols via joint modulation and spreading in the bits-to-symbols mapping, and introducing sparsity in the symbols-to-REs mapping to further suppress the inter-user interference. Then, a MUD receiver can benefit from both this symbol-level dependency and sparse mapping for UE separation, especially when the overloading is high. A SCMA transmitter strictly follows the unified framework agreed in RAN1 #86bis. More details can be referred to our tdoc R1-1803663.
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The design parameters of SCMA transmitter can be flexibly configured to address different requirements in various application scenarios, for instance,
· Configuration of bits-to-symbols mapping function parameters (M, N)
· Configuration of spreading length 
· Configuration of UE-specific sparsity level and pattern
· Configuration of UE-specific multi-layer transmission 
We also think the DMRS/Preamble can be discussed separately from data processing.




Question 2: which scenario(s) does the proposed NOMA scheme target for?
Note: when mentioning scenarios, proponents should make clear the operating environment, such as: 
1) how a UE chooses its MA signature, 
2) whether CP-OFDM or DFT-s-OFDM is assumed
3) synchronous within CP, or may exceed CP
4) open loop or closed-loop power control

	Company
	View

	Qualcomm
	The proposed scheme applies to both grant-based and grant-free transmissions. It is a scalable and flexible scheme that supports different NOMA operation modes and covers all use cases, as indicated in R1-1802856. Specifically, 
1) For grant-based case, the MA signature of UE can be assigned by gNB via DCI. For grant free case, UE randomly selects a MA signature from a set of sequences pre-configured by RRC. 
2) The proposed scheme supports both CP-OFDM and DFT-s-OFDM waveform.
3) The proposed scheme support both synchronous (synchronous within CP) and asynchronous (timing offset exceeds CP) situations.
4) The proposed scheme supports open loop power control, as well as closed-loop power control.


	Intel
	LCRS can be flexibly supported for all three use cases including eMBB, mMTC, and URLLC.
1) If MA signature is pre-configured, then UE use the configured MA signature (as current grant-free operation in Rel-15 NR). Otherwise, UE needs to select a MA signature from the pool that is pre-configured.
2) The proposed scheme supports both CP-OFDM and DFT-s-OFDM waveform.
3) The proposed scheme support at least synchronous situation. Asynchronous situation can be also supported depending on receiver type and/or detailed Tx side design.
4) The proposed scheme supports both open loop and closed-loop power control.

	Hughes
	Our answers are very similar to Qualcomm’s. 
4) Some power variation would in fact be beneficial for interference cancellation performance.

	InterDigital
	Similar view as Qualcomm

	vivo
	The proposed scheme is mainly targeting mMTC and grant free eMBB scenarios
1) how a UE chooses its MA signature, 
a) UE selects the MA signature through pre-configuration with a determined sequence or a pool with multiple sequences;
2) whether CP-OFDM or DFT-s-OFDM is assumed
a) CP-OFDM and DFT-s-OFDM both fit in;
3) synchronous within CP, or may exceed CP
a) Both synchronous within CP or exceed CP are allowed. Here CP means R15 defined CP/ECP.
4) open loop or closed-loop power control
a) Both open loop power control and closed-loop power control are applicable for the proposed scheme.

	Samsung
	The proposed scheme can flexibly be applicable for all three use cases, but we prefer to put primary focus on mMTC and eMBB. NOMA for URLLC scenario can be studied as a best effort in this SI, since it might not be urgent to support NOMA supplementary to grant-free transmission already supported in NR for URLLC. 
Both grant-based and grant-free NOMA should be studied in this SI.
1) If MA signature is explicitly assigned (either by RRC or by DCI), UE uses the assigned MA signature. Otherwise, UE needs to select a MA signature from the pool that is pre-configured.
2) DFT-s-OFDM waveform is supported, but considered as complementary for extreme coverage, same as in Rel-15 NR. 
3) Can support the operation with or without close-loop TA (time offset may or may not be within CP, subject to open loop UL synchronization). Purely asynchronous transmission (i.e. even without any open-loop UL synchronization) can be also supported depending on receiver, in-band co-existence with CP-OFDM waveforms and/or Tx design, which should be deprioritized in this SI. NOMA based 2-step RACH transmission with long CP covering the delay budget of a cell radius is exceptional case and can be discussed separately.
4) Supports both open loop and closed-loop power control.

	LGE
	The proposed NOMA scheme can be flexibly applicable for all scenarios. 
Our answers for above four questions are very similar to Qualcomm’s.

	ETRI
	We have a similar view of Qualcomm’s.  However, we prefer to have a pre-configured MA signatures.

	CATT
	PDMA targets for 5G typical scenarios including eMBB, URLLC and mMTC. And PDMA supports both grant-free and grant-based transmissions.
1) UE can be assigned with MA signature or UE can randomly choose its MA signature from a MA signature pool.
2) Both CP-OFDM and DFT-s-OFDM waveform can be supported. Agree with Samsung that DFT-s-OFDM is considered as complementary for extreme coverage.
3) Synchronous within CP and exceed CP are both supported.
4) Open loop and closed-loop power control are both applicable.

	DOCOMO
	Based on SID, the proposed NOMA scheme is a common solution for all scenarios including grant based/grant free.
1)	The spreading pool can be pre-configured by DCI or RRC.
2)	The proposed scheme supports both CP-OFDM and DFT-s-OFDM.
3)	The proposed scheme support both synchronous and asynchronous situations. However, in our understanding, such issue is closely related to NOMA procedure, which has not been discussed yet. Further study and discussion is needed for such case to make it more clear
4)	The proposed scheme supports open loop/closed loop power control. Under closed-loop power control, the required power by grouping can be achieved for each user and hence achieve best performance. When close-loop power control is unavailable, the grouping can be selected based on e.g. RSRP at UE side and open-loop power control is supported. For example, a set of power control parameters and principles can be predefined for users and then users can choose one power control parameter from the set based on its RSRP and the principles.

	Sony
	Our view is same as Qualcomm’s one.

	NICT
	1) preconfigured MA signatures is preferable. Random selection from MA signature pool by UE should be studied.
2) Both DFT-s-OFDM and CP-OFDM can be supported.
3) within CP is preferable. But exceed CP case should be studied.
4) Both open loop and closed-loop power control are applicable.

	Nokia/NSB
	Our proposed schemes support all studied scenarios, e.g., mMTC, URLLC and eMBB.
1. For grant free use case, the MA is random selected by UE. MA is assigned to UE for grant based scheduling
2. Both CP-OFDM and DFT-s-OFDM are supported.
3. Proposed schemes support synchronous within CP and exceed CP
4. Both open loop and closed-loop power control are supported

	Huawei
	As explained in question 1 that the parameters in SCMA transmitter design can be adapted to meet the system requirements in different scenarios, including mMTC, URLLC, and eMBB. Also, SCMA can be applied for both grant-based and grant-free transmissions. 
1) Both pre-assigned and randomly selected MA signature can be applied, depending on the procedure design.
2) SCMA supports both CP-OFDM and DFT-s-OFDM.
3) SCMA can support both synchronous and asynchronous transmissions, but the receiver design needs to be more complicated which is common for all schemes. However, before discussing any design towards asynchronous situation, we need to discuss whether it will be more efficient to transform asynchronous situation to synchronous situation by many available ways such as longer CP. 
4) SCMA supports both open-loop and closed-loop power control.
Also, we share the view of DOCOMO that the questions listed here are mainly procedure related, which may of less priority in the Tx/Rx discussion.



3	Receiver types
Multi-user receivers can be implemented in many kinds or variants. Given the limited time for this NOMA Study Item, it does not seem efficient to carry out meticulous optimization of receivers for marginal performance gain. Instead, effort can be focused on the following three basic types, to streamline the receiver implementation, to facilitate the performance comparison and complexity analysis. 

· Hard interference-cancellation (IC) receiver
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a) Classic MMSE-SIC receiver                                        b) An enhanced MMSE-SIC receiver
Figure 2 MMSE-SIC receiver
Note: MMSE-Hybrid-IC (try decoding of multiple UEs in each loop) could also be considered to achieve appropriate trade-off among performance, processing delay and Rx complexity.

· Soft IC receiver


Figure 3 ESE + SISO based receiver


· Joint detection receiver
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Figure 4 An example of MPA + SISO receiver

Note: EPA+SISO could also be considered to achieve appropriate trade-off among performance, processing delay and Rx complexity.



Figure 5 An example of Chip by Chip MAP + SISO  receiver
The following questions are for clarification of receivers used by proponent companies:

Question 1: which receiver type(s) does the proponent think typical for their proposed NOMA scheme?
Note: proponents should provide rough quantitative analysis/estimate of the computation complexity of the entire receiver (not just the detector/demodulator). 

	Company
	View

	Qualcomm
	We think a simple classification of receiver complexity can be based on the multi-user detection/demodulation (MUD) and interference cancellation (IC) algorithms. Aa a result, the entire complexity of receiver (excluding DMRS processing) can be represented by:
(MUD & LDPC decoding complexity per outer iteration) × (# of outer iteration for IC)
Therefore, we prefer that the classification of receiver types be generalized into a combination of MUD, LDPC decoding and IC. For example, the MUD implementation can be classified into three categories, namely:
a) LMMSE
b) ESE (MF)
c) MPA
and the IC implementation can be classified into two categories:
a) Soft IC
b) Hard IC
Once we categorize the receiver types as above, the entire receiver complexity can also be quantified accordingly. Quantification of the receiver complexity can be split into two steps:
· Firstly, quantify multi-user detector/demodulator (MUD) complexity;
· Secondly, account for LDPC decoding complexity and the number of outer iterations between MUD and LDPC decoders.

As indicated in R1-1802867, our receivers are typically based on LMMSE-Soft IC and ESE-Soft IC (LMMSE-Hard IC and MF-Hard IC are also feasible options depending on SE/overloading factor), and their complexity per outer iteration can be shown in the Table below, wherein K is the spreading factor and J is the number of users/layers. The total complexity of receiver should also account for the number of iterations.

	NOMA MUD Receiver
	Computational Complexity (per Outer Iteration)

	LMMSE-SIC
	

	ESE-SIC
	




	Intel
	MMSE-IC based receiver (codeword level IC) is the starting point for NOMA scheme including LCRS as described in R1-1802426. Complexity order for basic MMSE receiver can be described as O(3), where  is number of UEs,  is the length of codeword, and  is the number of Rx antenna. However, detailed complexity varies depending on the detailed IC procedure, e.g., SIC, PIC, or others.

	Hughes
	Our MUD receiver algorithm is ESE-SIC, which is a widely-known and mature low-complexity algorithm. It does not involve any matrix manipulation.

	InterDigital
	For low code rate NOMA schemes, ESE-based receiver that is based on a turbo-like operation is preferred. For operational and implementation details, our contributions should be consulted (R1-1802633, R1-1802634).

	vivo 
	For MUD, all of the three kinds of advanced receivers could be applied to our proposed schemes. But we highly doubt whether there would be any practical gNB implementation that would use such outer loop + inner loop or signal reconstruction Rx schemes. Symbol level linear/non-linear SIC/demodulation/equalization should be the major considerations for NOMA receiver performance comparison. For such MUD receivers, its complexity grows with number of UEs/modulation orders/number of Rx antennas . If symbol level SIC is used, then its complexity could be reduced to . With more Rx, if linear processing is used properly, its complexity and performance could be further improved.

	Samsung
	Both of ESE-SIC and MMSE-SIC can be applied to our proposed scheme. In addition, a chip-by-chip MAP, which could be applicable to all non-sequence spreading based schemes, should be also listed as counterpart of block-wise MPA. How to quantitatively compare the difference receivers taking into account both performance and complexity should be further studied.

	LGE
	All kinds of advanced receivers could be applied to the proposed NOMA scheme. Considering on both the MUD performance and receiver complexity, MMSE-SIC based receiver (codeword level IC) can be considered. 
Above all, the analysis of receiver complexity may be an issue of RAN 4. Historically, the complexity of advanced receivers (in NAICS and MUST for LTE) has been analysed in RAN4. For more accurate analysis for the complexity of each receiver, the opinion of RAN 4 needs to be considered.

	ETRI
	In principle, all three kinds of multi-user detector can be applied.  However, we would prefer to have ESE as a primary multi-user detector/receiver, since it can be implemented with low complexity.  In addition, a modified version of ESE is shown below for enhanced performance.


For the complexity aspect, we share similar view to LGE’s.

	CATT
	Multiple receivers, such as SIC, BP and EP can be used for PDMA.  Detailed analysis can be referred to 3GPP R1-1803771 and R1-1803774.

	DOCOMO
	The receiver type is related to gNB implementation. It should not be restricted to specific schemes. For our proposed scheme, both SIC/PIC types of receiver can be applied. Different trade-off can be achieved between complexity/performance/latency. 
To classify the receivers and compare the complexity, we prefer to divide the receiver into three parts, MUD, demodulation, decoding and consider the following
1. SIC or PIC


2. Different iteration loop/iteration number between these three parts.


In our understanding, different iteration loop/iteration number is a key point for the trade-off between complexity and performance. When showing the performance of NOMA schemes, in addition to receiver type, such information should be also proposed.
3. Hard rebuild or soft rebuild


	Sony
	We consider an ESE soft IC receiver type for our proposed NOMA scheme. As per Samsung’s view, we should discuss how to compare the complexity of different receivers as part of further study.

	NICT
	We think MMSE-SIC and soft IC receiver (ESE+SISO based IC) are appropriate as receiver type for UL NOMA from processing simplicity point of view. We should choose one of them depending on the channel environments of the UEs multiplexed on the same time/frequency resource.

	Nokia/NSB
	Receiver design plays a central role in the overall performance of the system, and is a significant factor in the complexity of the Modem. Given the nature of NOMA, where multiple users share the same time-frequency resource with non-orthogonal signature, a receive structure that can separate and decode the users possibly using iterative schemes should be considered. To this end, we should consider two types of receiver architecture, that can operate independently or jointly:
· Multi-user detection (MUD) – MMSE type receiver. 
· Interference cancellation receiver, where the signal of decoded users is removed from the received signal. As a starting point we should consider hard IC receiver, where the signals of the successfully decoded users are re-encoded and subtracted from the incoming receive signal. Turbo type receives that feedback soft LLRs should also be consider this could be beneficial in instances when no CRC passes.
Based on this, we propose the following receiver architectures for evaluating NOMA schemes:
· MMSE-based Hard IC receiver.
· ESE-based Soft IC receiver.

	Huawei
	All of the advanced receivers proposed for NoMA use a common structure that iterates data between a multi-user (MU) detector (frontend) and a channel decoder (backend) to cancel interference, The decoding of SCMA signatures can also use such structure. The difference mainly lies in the ways to do MU detector and the way to do the outer-loops. Message passing type of MU detectors can better utilize the sparsity feature of SCMA to reduce the complexity while approaching the ML performance. Both MPA, low complexity SIC-MPA, and the linear complexity EPA receiver algorithms are applicable for SCMA. More discussion on receivers can be found in R1-1803664. 
From RAN1 perspective, the receiver configuration used may be different depending on the usage scenarios, system requirements etc. We also agree with DOCOMO that it is not necessary to restrict to one type of receiver, after all, it belongs to gNB implementation. More importantly, the receiver should be sufficiently future proof in the next ten years in consideration of the complexity/latency and the achievable performance boundary in all scenarios. On the other hand, as LGE mentioned, according to the SID, the evaluation of NoMA receivers should also involve RAN4.



Question 2: is any extra processing needed to adapt to the following operating environment?
1) when the receiver does not know which MA signature a transmitting UE has used
2) DFT-s-OFDM is used, instead of CP-OFDM
3) when the timing offset exceeds CP

	Company
	View

	Qualcomm
	1) When the receiver does not know which MA signature is used by a transmitting UE, the receiver needs to detect the UE identity by front-loaded preamble or reference signal, such as DMRS.
2) For synchronized case (synchronous within CP), the processing of DFT-s-OFDM is similar to that of CF-OFDM, except for the additional transform coding. 
3) When the timing offset exceeds CP, time domain processing such as RAKE/MMSE/ESE in conjunction with IC, can be performed by the receiver.

	Intel
	1) If the receiver does not have prior knowledge on MA signature, the receiver has to detect the MA signatures first and DMRS can be used for the MA signature detection. Potential modification of DMRS may be needed for reliable detection of MA signatures.
2) The NOMA scheme needs to support both CP-OFDM and DFT-s-OFDM with full flexibility and which scheme is used is up to gNB configuration, e.g., DFT-S-OFDM for mMTC with enhanced coverage.
3) Asynchronous procedure needs further discussion since the scope is not clear yet. Basically we may discuss this topic in two different directions: 1) without random access procedures and 2) with accelerated random access procedures, e.g., 2-step RACH. However, the scope of the study has to be clarified first.

	Hughes
	1) As Qualcomm and Intel already indicated, when the receiver does not know which MA signature a transmitting UE has used, the receiver has to detect the UE identity by a preamble or reference signal, and potential modification of DMRS may be needed.
2) Similar answer to Qualcomm.
3) In this case, a fully asynchronous detection can be assumed with proper overhead that allows satisfactory user detection performance. This would be especially important for  mMTC devices that need to transmit cold to preserve battery life.

	InterDigital
	1) The answer cannot be straightforward, because it depends if there are any other supporting mechanism, e.g., DMRS, from which MA can be derived from. If not, given the limited size of a MA pool, the receiver can attempt the decoding through an exhaustive manner.
2) Waveform choice would not have an impact on the decoding complexity.
3) This is mostly a question of gNB implementation. In principle, the placement of gNB (I)FFT window for detection of a specific UE should always respect the CP size. However, the question of asynchronous operation for uplink NOMA becomes relevant when we talk about timing offset between multiple UEs such that they are not all captured within the same window. In that case, an ESE-based receiver could still work, but first we need more discussion to clearly define the extent of asynchronous operation. 

	vivo
	In our proposed schemes, besides above MUD procedures, some other operations are needed at the receiver for different environment.
1. when the receiver does not know which MA signature a transmitting UE has used
a) When a pool is configured to a UE to select the corresponding signature, the network may not know which UE is transmitting. The network may have to blind decode the preambles to determine the corresponding MA signature.
2. DFT-s-OFDM is used, instead of CP-OFDM
a) The proposed scheme is applicable for both DFT-s-OFDM and CP-OFDM. No more specific operations need to be adapted.
3. when the timing offset exceeds CP
a) The network should be prepared to detect UL transmission out of the normal CP for data. Preambles are pre-pended for the network to detect the corresponding timing misalignment.

	Samsung
	1) MA signatures include DMRS/Preambles, according the definition in Rel-14 NR SI.  If the MA signature (including DMRS/Preamble) is not allocated to a user by network, gNB has to do blind detection with exhaustive manner within a limited MA signature pool as interdigital commented and gNB can identify which UE is transmitting by successfully decoding the UE ID included in the data part, similar to contention based RACH detection. 
2) DFT-S-OFDM is considered as complementary for extreme coverage. For sure, extra processing is needed compared with CP-OFDM, i.e. precoding transform. 
3) See our answer to Q2 in section-2. 

	LGE
	1) When the receiver does not know which MA signature is used by a transmitting UE has used, the receiver needs to detect the UE identity by reference signal. The relationship between the reference signal and MA signature need to be further studied. 
2) Additional processing is not required, expect for transform coding.
3) We have a similar view of Intel.

	ETRI
	1) In principle, we have a similar view to Qualcomm’s.
2) In principle, we have a similar view to Qualcomm’s.  However, the all the proponent’s NOMA schemes might be performance-wise less effective, in terms of obtaining frequency diversity.
3) Given the condition that the receiver knows what MA signature to cross correlate, the proposed scheme works by applying sliding window type (e.g. RAKE) of detector.  However, further investigation would be necessary, whether if the asynchronous transmission is beneficial in system level perspective.

	CATT
	When the receiver does not know which MA signature a transmitting UE has used, the receiver does UE active detection first to decide the transmitted MA signatures. For UE activity detection at receiver side, there are two options, one is using DMRS and the other is using data to do blind detection. Base on the association between DMRS and MA signature, the receiver can know the MA signature once DMRS is detected which may have both lower detection complexity and higher detection performance, so option 1 is preferred in the PDMA application.
PDMA has the same detection processing for both CP-OFDM and DFT-s-OFDM.
In this NOMA SI, it is proposed to prioritize synchronous case. Asynchronous can be discussed later if time allows and the scope needs to be clarified as commented by Intel.

	DOCOMO
	The question is closely related to the NOMA procedure, which has not been discussed yet. In our understanding, all the proposed NOMA schemes will follow similar way to deal with such problems.
1) DMRS can be used to help receiver distinguish different users.
2) The operation of DFT-s-OFDM and CP-OFDM should be similar with the current NR procedure. 
3) Further study and discussion is need for the case that timing offset exceeds CP to make it clearer

	Sony
	1) The receiver has to firstly detect the UE identifier from DMRS, preamble or other signature sequence. The receiver may need to blindly decode using all possible MA signatures. For example, gNB may be able to allocate some MA signatures for one UE. And then, UE can select one MA signature from allocated MA signatures. But, this procedure should be further studied.
2) There is no extra processing when using DFT-s-OFDM instead of CP-OFDM
3) Same view as Qualcomm’s one.

	NICT
	1) gNB should know which MA signature a transmitting UE has used. But we should study for the case that the receiver does not know which MA signature a transmitting UE has used.
2) There is no extra processing for DFT-s-OFDM.
3) Further study should be needed regarding the case that the timing offset exceeds CP.

	Nokia/NSB
	1. As mentioned by several companies above, the receiver can use the preamble or DMRS to determine the MA signature used for data. Otherwise, the receiver would attempt to blind decode the different possible MA signatures which would add significant complexity to the receiver design.
2. If DFT-s-OFDM is used, the extra processing needed is transform precoding.
3. If the timing offset exceeds the CP length, ISI is introduced. Additional filtering/processing in the receiver is required to mitigate the ISI effect. We should discuss the use case, regarding the ratio of the maximum time offset to the CP length, and what potential mitigation steps can be taken by the transmitter (e.g. adding a guard period, using lower SCS (to increase CP length), etc)

	Huawei
	We agree with DOCOMO that the questions are mainly related to NoMA procedures which may not be suitable to be included in the Tx/Rx discussion here.





4	Summary
Companies’ views on the transmitter side processing can be summarized in Figure 2. More companies’ views will be incorporated based on the contributions submitted to RAN1#92bis meeting, and the following proposal will be updated accordingly.

1. Transmitter side processing
[image: ]
[bookmark: _Ref510865457]Figure 6 General structure of transmitter side for non-orthogonal multiple access schemes.
The block diagrams shown in Figure 6 are mentioned in companies’ responses, and the following UE-specific MA signatures can be identified:
· Bit-level scrambling sequence
· Bit-level interleaving pattern
· Symbol-level spreading sequence
· Symbol-level scrambling sequence
· Symbol-level interleaving pattern
· Modulation constellations for joint modulation and spreading
· Allocated power
· Preamble/DMRS sequences
Proposal 1: Adopt Figure 2 as the general structure of transmitter side processing for NOMA evaluations.

1. Receiver types
[image: ]
Figure 7 A high-level block diagram of multi-user receiver
The algorithm for the detection block can be:
· MMSE
· MF/ESE
· MPA/EPA
And for the interference cancellation:
· Hard IC
· [bookmark: _GoBack]Soft IC
Proposal 2: Adopt Figure 7 as the general block diagram of multi-user receiver, and identify some typical combinations of the receiver types for NOMA evaluations.
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