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Introduction
In RAN #76 meeting, revision of study on 5G Non-Orthogonal Multiple Access (NOMA) was approved [1], in which link and system level performance evaluation or analysis for NOMA is one of the study objectives:

1.4
Link and system level performance evaluation or analysis for non-orthogonal multiple access continued from performance metrics identified from Rel-14. The benchmark for comparison is OFDM contention based multiple access. Realistic modelling of Tx/Rx impairment including potential PAPR issue, channel estimation error, power control accuracy, collision, etc. should be considered. [RAN1]

Traffic model and Deployment scenarios of eMBB (small packet), URLLC and mMTC

Device power consumption

Coverage (link budget)

Latency and signalling overhead

BLER reliability, capacity and system load

Physical abstraction (link-to-system mapping model)

In this contribution, the discussion will focus on system level evaluation methodology and assumptions for NOMA in different scenarios, including mMTC, URLLC and eMBB.
Evaluation methodology and assumptions
To evaluate the performance of NOMA, system level simulation (SLS) with non-full buffer traffic should be considered for all the three scenarios with different simulation assumptions and performance metrics.

mMTC
For NOMA in mMTC, currently we can mainly focus on normal coverage to avoid the overlap with the wide area (e.g., extreme coverage) scenario to be addressed in NB-IoT or eMTC. This can be reflected in the simulation assumptions. The baseline performance for comparison can be contention-based PUSCH, where DMRS collision should be considered due to the idle/inactive mode operation. MMSE-IRC receiver can be the assumption for baseline performance.

As for the performance metrics, the following can be considered:

Higher layer packet drop rate vs. higher layer packet arrival rate. About the definition of packet drop rate, two options described below can be discussed. From our view, option 2 can be considered to simplify the simulation scenario and reduce the simulation complexity.

Option 1: Packet drop rate is defined as (the number of packets in outage) / (the number of packets generated), where a packet is in outage if this packet failed to be successfully decoded by the receiver beyond “packet dropping timer”, and the packet dropping timer is defined as [x]s. (Note: The value of “x” can be discussed in the simulation assumptions.)

Option 2: Packet drop rate is defined as (the number of packets dropped) / (the number of packets generated), where a packet is dropped if this packet failed to be successfully decoded by the receiver beyond “max number of (re-)transmissions”, and the max number of (re-)transmissions is defined as [y]. (Note: The value of “y” can be discussed in the simulation assumptions.)

CDF of packet drop rate per UE and transmission latency can be optionally reported to demonstrate the benefits of NOMA.

In Rel-14, extensive system level simulations were carried out. Many of the simulation parameters at that time can be reused here. Table 1 are suggested SLS parameters for NOMA evaluations in mMTC scenario, where some assumptions may be further reviewed.

With the parameters in Table 1, we collect the coupling loss statistics. The CDF of the coupling loss is shown in Fig. 1. It can be seen that most of UEs are in normal coverage (e.g., MCL < 144 dB).
[image: image1.png]CIF

0.3

o8|

0.5

03|

144

H ¥: 0,973

80 EJ 100 110 120 130 140 150
Coupling Loss (dB)

160




Figure 1 Distribution of coupling loss in mMTC scenario
Table 1 System level simulation assumptions for NOMA evaluations in mMTC scenario

	Parameters
	Assumptions
	References

	Layout
	Single layer - Macro layer: Hex. Grid
	TR 38.802 Table A.2.1-3

	Inter-BS distance
	1732m
	TR 38.802 Table A.2.1-3

	Carrier frequency
	700MHz
	TR 38.802 Table A.2.1-3

	Simulation bandwidth
	Up to 6 PRBs
	Link level assumption

	Number of UEs per cell
	Companies report
	TR 38.802 Table A.2.2-2

	Channel model
	3D UMa
	TR 38.802 Table A.2.1-3

	UE Tx power
	23 dBm
	TR 38.802 Table A.2.1-3

	BS antenna configurations
	Rx: 2 ports;

2 ports: (M, N, P, Mg, Ng) = (10, 1, 2, 1, 1), 2 TXRU;

dH = dV = 0.5λ;

BS antenna down-tilt: [96] degree.
	TR 38.802 Table A.2.1-3

TR 36.873 Table 7.1-1

	BS antenna height
	25m
	TR 38.802 Table A.2.1-3

	BS antenna element gain + connector loss
	8 dBi, including 3dB cable loss
	TR 38.802 Table A.2.1-3

TR 36.873 Table 7.1-1

	BS receiver noise figure
	5dB
	TR 38.802 Table A.2.1-3

	UE antenna configuration
	1Tx
	TR 38.802 Table A.2.1-3

	UE antenna height
	Follow the modeling of TR 36.873, i.e. multi-floor
	TR 36.873 Table 6-1

	UE antenna gain
	0dBi
	

	Traffic model
	Packet arrival per UE: Poisson arrival with arrival rate λ;

Physical packet size: fixed [40] bytes;

Opt 1: Packet dropping timer: 1s as baseline.

Opt 2: max number of (re-)transmissions: 8 as baseline
	TR 38.802 Table A.2.2-2

	UE distribution
	20% of users are outdoors (3km/h), 80% of users are indoor (3km/h); Users dropped uniformly in entire cell
	TR 38.802 Table A.2.1-3

	UE power control
	Companies report
	

	HARQ
	Companies report
	TR 38.802 Table 9.1.2-7

	BS receiver
	MMSE-IRC as the baseline receiver;

Note: Advanced receiver is not precluded.
	TR 38.802 Table A.2.1-3

	Channel estimation
	Realistic
	TR 38.802 Table A.2.1-3


Proposal 1: The following performance metrics can be considered for NOMA evaluations in mMTC scenario:

(1) Higher layer packet drop rate vs. higher layer packet arrival rate. About the definition of packet drop rate, option 2 described above can be considered to simplify the simulation scenario and reduce the simulation complexity.

(2) CDF of packet drop rate per UE and transmission latency can be optionally reported.

Proposal 2: To adopt the simulation assumptions in Table 1 for NOMA evaluations in mMTC scenario.
URLLC
According to [2], a general URLLC reliability requirement for one transmission of a packet is 10-5 for 32 bytes with a user plane latency of 1ms. For NOMA in URLLC, if we evaluate the reliability in system level literally, the simulation burden would be very high, since the simulation time is very long with non-full buffer traffic. From our view, two methods described below can be discussed to simplify the simulation and meanwhile reflect the reliability, depending on the receiver and link to system model used:
Method 1: Calculating the receiving SINR of a packet transmitted by a UE, deriving the BLER based on the SINR and link to system model, then after the simulation is over, average BLER of all packets transmitted by the UE during the configured simulation time can be calculated, and the average BLER can be set as the transmission reliability of this UE.
Method 2: Calculating the receiving SINRs without intra-cell interference of packets transmitted by multiple UEs sharing the same resources respectively, deriving the BLERs based on the SINRs and link to system model, then after the simulation is over, average BLER of all packets transmitted by a UE during the configured simulation time can be calculated, and the average BLER can be set as the transmission reliability of this UE.
The baseline performance for comparison can be UL transmission with configured grant type 1 for URLLC, where DMRS is pre-configured, i.e. collision free, and MMSE-IRC receiver can be used.

Then, the following performance metrics can be considered:

Percentage of users satisfying reliability and latency requirements under configured traffic load.

CDF of reliability per UE can be optionally reported.

The simulation assumptions shown in Table 2 are suggested for NOMA evaluations in URLLC scenario, where some parameter assumptions may be further reviewed. And the coupling loss distribution is shown in Fig. 2.
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Figure 2 Distribution of coupling loss in URLLC scenario

Table 2 System level simulation assumptions for NOMA evaluations in URLLC scenario
	Parameters
	Assumptions
	References

	Layout
	Single layer - Macro layer: Hex. Grid
	TR 38.802 Table A.2.4-1

	Inter-BS distance
	500m
	TR 38.802 Table A.2.4-1

	Carrier frequency
	4GHz
	TR 38.802 Table A.2.4-1

	Simulation bandwidth
	12 PRBs
	Link level assumption

	Number of UEs per cell
	Companies report
	

	Channel model
	3D UMa
	TR 38.802 Table A.2.4-1

	UE Tx power
	23 dBm
	TR 38.802 Table A.2.4-1

	BS antenna configurations
	Rx: 4 or 8 ports;

4 ports: (M, N, P, Mg, Ng) = (10, 2, 2, 1, 1), 4 TXRU;

8 ports: (M, N, P, Mg, Ng) = (10, 4, 2, 1, 1), 8 TXRU;

dH = 0.5λ, dV = 0.8λ;

BS antenna down-tilt: [96] degree
	TR 38.802 Table A.2.1-4

TR 36.873 Table 7.1-1

	BS antenna height
	25m
	TR 38.802 Table A.2.4-1

	BS antenna element gain + connector loss
	8 dBi, including 3dB cable loss
	TR 36.873 Table 7.1-1

	BS receiver noise figure
	5dB
	TR 38.802 Table A.2.4-1

	UE antenna configuration
	1Tx
	TR 38.802 Table A.2.1-3

	UE antenna height
	Follow the modeling of TR 36.873, i.e. multi-floor
	TR 36.873 Table 6-1

	UE antenna gain
	0dBi
	

	Traffic model
	FTP Model 3 with Poisson arrival, physical packet size is [32] bytes.
	TR 38.802 Table A.2.4-1

	UE distribution
	20% of users are outdoors (3km/h), 80% of users are indoor (3km/h); Users dropped uniformly in entire cell
	TR 38.802 Table A.2.1-3

	UE power control
	Companies report
	

	HARQ/Repetition
	Companies report
	TR 38.802 Table 9.1.2-7

	BS receiver
	MMSE-IRC as the baseline receiver;

Note: Advanced receiver is not precluded.
	TR 38.802 Table A.2.4-1

TR 38.802 Table A.2.1-3

	Channel estimation
	Realistic
	TR 38.802 Table A.2.4-1


Proposal 3: The following performance metrics can be considered for NOMA evaluations in URLLC scenario:

(1) Percentage of users satisfying reliability and latency requirements under configured traffic load.

(2) CDF of reliability per UE can be optionally reported.

Proposal 4: To adopt the simulation assumptions in Table 2 for NOMA evaluations in URLLC scenario.
eMBB
For eMBB, the performance requirement usually focuses on data rate or throughput, yet for small packets transmission, signaling overhead can be a serious issue. Therefore, for NOMA in eMBB, grant-free transmission can be considered, which is beneficial to signaling overhead reduction. So, some considerations for NOMA in mMTC scenario can be reused.

Firstly, the baseline performance for comparison can be contention-based PUSCH, where DMRS collision should be considered, and MMSE-IRC receiver can be used.

Secondly, the following performance metrics can be considered:

Higher layer packet drop rate vs. higher layer packet arrival rate. The two options for the definition of packet drop rate described in section 2.1 can be discussed. From our view, option 2 can be considered to simplify the simulation scenario and reduce the simulation complexity.

System resource utilization at each packet arrival rate can be reported by companies.
CDF of packet drop rate per UE and transmission latency can be optionally reported.
The simulation assumptions shown in Table 3 are suggested for NOMA evaluations in eMBB scenario, where some parameter assumptions may be further reviewed. And the coupling loss distribution is shown in Fig. 3.
Table 3 System level simulation assumptions for NOMA evaluations in eMBB scenario

	Parameters
	Assumptions
	References

	Layout
	Single layer - Macro layer: Hex. Grid
	TR 38.802 Table A.2.2-1

	Inter-BS distance
	200m
	TR 38.802 Table A.2.2-1

	Carrier frequency
	4GHz
	TR 38.802 Table A.2.2-1

	Simulation bandwidth
	12 PRBs
	Link level assumption

	Number of UEs per cell
	Companies report
	

	Channel model
	3D UMa
	TR 38.802 Table A.2.1-1

	UE Tx power
	23 dBm
	TR 38.802 Table A.2.1-1

	BS antenna configurations
	Rx: 4 or 8 ports;
4 ports: (M, N, P, Mg, Ng) = (10, 2, 2, 1, 1), 4 TXRU;
8 ports: (M, N, P, Mg, Ng) = (10, 4, 2, 1, 1), 8 TXRU;
dH = 0.5λ, dV = 0.8λ;
BS antenna down-tilt: [96] degree
	TR 38.802 Table A.2.2-1

TR 36.873 Table 7.1-1

	BS antenna height
	25m
	TR 38.802 Table A.2.1-1

	BS antenna element gain + connector loss
	8 dBi, including 3dB cable loss
	TR 36.873 Table 7.1-1

	BS receiver noise figure
	5dB
	TR 38.802 Table A.2.1-1

	UE antenna configuration
	1Tx
	TR 38.802 Table A.2.2-1

	UE antenna height
	Follow the modeling of TR 36.873, i.e. multi-floor
	TR 36.873 Table 6-1

	UE antenna gain
	0dBi
	

	Traffic model
	FTP Model 3 with Poisson arrival, physical packet size is [100] bytes.
	TR 36.881 Table A1.7-2

	UE distribution
	20% of users are outdoors (3km/h), 80% of users are indoor (3km/h); Users dropped uniformly in entire cell
	TR 38.802 Table A.2.1-3

	UE power control
	Companies report
	

	HARQ
	Companies report
	TR 38.802 Table 9.1.2-7

	BS receiver
	MMSE-IRC as the baseline receiver;
Note: Advanced receiver is not precluded.
	TR 38.802 Table A.2.1-3

	Channel estimation
	Realistic
	TR 38.802 Table A.2.1-3
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Figure 3 Distribution of coupling loss in eMBB scenario

Proposal 5: The following performance metrics can be considered for NOMA evaluations in eMBB scenario:

(1) Higher layer packet drop rate vs. higher layer packet arrival rate. Option 2 for the definition of packet drop rate described above can be considered to simplify the simulation scenario and reduce the simulation complexity.

(2) System resource utilization at each packet arrival rate can be reported by companies.

(3) CDF of packet drop rate per UE and transmission latency can be optionally reported.

Proposal 6: To adopt the simulation assumptions in Table 3 for NOMA evaluations in eMBB scenario.
Conclusions

In this contribution, system level evaluation methodology and assumptions for NOMA are discussed in different scenarios, including mMTC, URLLC and eMBB.
Based on this contribution, we make the following proposals:

Proposal 1: The following performance metrics can be considered for NOMA evaluations in mMTC scenario:

(1) Higher layer packet drop rate vs. higher layer packet arrival rate. About the definition of packet drop rate, option 2 described above can be considered to simplify the simulation scenario and reduce the simulation complexity.

(2) CDF of packet drop rate per UE and transmission latency can be optionally reported.

Proposal 2: To adopt the simulation assumptions in Table 1 for NOMA evaluations in mMTC scenario.
Proposal 3: The following performance metrics can be considered for NOMA evaluations in URLLC scenario:

(1) Percentage of users satisfying reliability and latency requirements under configured traffic load.

(2) CDF of reliability per UE can be optionally reported.

Proposal 4: To adopt the simulation assumptions in Table 2 for NOMA evaluations in URLLC scenario.

Proposal 5: The following performance metrics can be considered for NOMA evaluations in eMBB scenario:

(1) Higher layer packet drop rate vs. higher layer packet arrival rate. Option 2 for the definition of packet drop rate described above can be considered to simplify the simulation scenario and reduce the simulation complexity.

(2) System resource utilization at each packet arrival rate can be reported by companies.

(3) CDF of packet drop rate per UE and transmission latency can be optionally reported.

Proposal 6: To adopt the simulation assumptions in Table 3 for NOMA evaluations in eMBB scenario.
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