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Introduction
There are three basic eMBB, mMTC and URLLC usage scenario in NR. New Study Item on self -evaluation for these usage scenarios towards IMT-2020 submission was approved [1] at RAN#75 meeting and further revised in [2] at RAN#76 meeting. This study item aims to provide self-evaluation results towards IMT-2020 submission against the technical performance requirements defined by Report ITU-R.
In this document, the consideration on simulation for mMTC self-evaluation is presented, including the simulation method, latency model.
Discussion
ITU-R evaluation criteria
ITU-R is responsible for defining evaluation criteria. In summary, the ITU-R evaluation criteria towards IMT-2020 submission are defined in the following ITU-R Document and Reports [3-6], as announced in [7] and [8].
–	Document IMT-2020/02 (Rev.1) – Submission, evaluation process and consensus building for IMT-2020, which defines the criteria for entry and criteria for acceptance of the candidate IMT-2020 radio interface technology (RIT) or Set of RIT (SRIT).
–	Report ITU-R M.[IMT-2020.Submission] – Requirements, evaluation criteria and submission templates for the development of IMT-2020, which defines the overall IMT-2020 requirements and submission templates for IMT-2020 submission.
–	Report ITU-R M.[IMT-2020.TECH PERF REQ] – Minimum requirements related to technical performance for IMT-2020 radio interface(s), which defines detailed targets for technical performance requirements.
–	Report ITU-R M.[IMT-2020.EVAL] – Guidelines for evaluation of radio interface technologies for IMT-2020, which defines evaluation critieria, including evaluation method, test environment and its related evaluation configurations that should be used to test the candidate IMT-2020 proposal.
Connection density for mMTC
In the report ITU-R M.[IMT-2020.TECH PERF REQ], the performance metrics for mMTC is connection density. Its definition is given in Report ITU-R M.[IMT-2020.TECH PERF REQ] as follows.
	Connection density is the total number of devices fulfilling a specific quality of service (QoS) per unit area (per km2).
Connection density should be achieved for a limited bandwidth and number of TRxPs. The target QoS is to support delivery of a message of a certain size within a certain time and with a certain success probability, as specified in Report ITU-R M.[IMT-2020.EVAL].
This requirement is defined for the purpose of evaluation in the mMTC usage scenario.
The minimum requirement for connection density is 1 000 000 devices per km2.


According to above definition, the data transmission delay needs to be well understood.The transmission delay of a packet is understood to be the delay from the time when uplink packet arrives at the device to the time when the packet is correctly received at the destination (BS) receiver.In TS38.913, latency for infrequent small packets is defined:
	For infrequent application layer small packet/message transfer, the time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point at the mobile device to the radio protocol layer 2/3 SDU egress point in the RAN, when the mobile device starts from its most "battery efficient" state.


Evaluation method
There are two possible evaluation methods[IMT-2020.EVAL] to evaluate connection density requirement defined in ITU-R M.[IMT-2020.TECH PERF REQ]:
−	non-full buffer system-level simulation;
−	full-buffer system-level simulation followed by link-level simulation;
In the first method, only system-level simulation is performed. Non-full buffer system-level simulation to obtain the packet outage rate. This method includes 5 steps: 
	Step 1: 	Set system user number per TRxP as N.
Step 2: 	Generate the user packet according to the traffic model.
Step 3: 	Run non-full buffer system-level simulation to obtain the packet outage rate. The outage rate is defined as the ratio of the number of packets that failed to be delivered to the destination receiver within a transmission delay of less than or equal to 10s to the total number of packets generated in Step 2.
Step 4: 	Change the value of N and repeat Step 2-3 to obtain the system user number per TRxP N’ satisfying the packet outage rate of 1%.
Step 5:   	Calculate connection density by equation C = N’ / A, where the TRxP area A is calculated as A = ISD2 × sqrt(3)/6, and ISD is the inter-site distance. 


In the second method, full-buffer system-level simulation is performed using the evaluation parameters determine the uplink SINRi for each percentile i=1…99. This method includes 7 steps:
	Step 1:	Perform full-buffer system-level simulation using the evaluation parameters for Urban Macro-mMTC test environment, determine the uplink SINRi for each percentile i=1…99 of the distribution over users, and record the average allocated user bandwidth Wuser.
–	In case UE multiplexing on the same time/frequency resource is modelled in this step, record the average number of multiplexed users Nmux. Nmux = 1 for no UE multiplexing.
Step 2:	Perform link-level simulation and determine the achievable user data rate Ri for the recoded SINRi and Wuser values. 
–	In case UE multiplexing on the same time/frequency resource is modelled in this step, record the average number of multiplexed users nmux,i under SINRi . The achievable data rate for this case is derived by Ri = Zi/nmux,i, where aggregated bit rate Zi is the summed bit rate of nmux,i users on Wuser. nmux,i = 1 for no UE multiplexing.
Step 3:	Calculate the packet transmission delay of a user as Di = S/Ri, where S is the packet size.
Step 4:	Calculate the traffic generated per user as T = S/Tinter-arrival, where Tinter-arrival is the inter‑packet arrival time.
Step 5:	Calculate the long-term frequency resource requested under SINRi as Bi = T/(Ri/Wuser).
Step 6: 	Calculate the number of supported connections per TRxP, N = W / mean(Bi). W is the simulation bandwidth. The mean of Bi may be taken over the best 99% of the SINRi conditions.
–	In case UE multiplexing is modelled in Step 1, N = Nmux × W / mean(Bi). In case UE multiplexing is modelled in Step 2, N = W / mean(Bi/nmux,i). 
Step 7:	Calculate the connection density as C = N / A, where the TRxP area A is calculated as A = ISD2 × sqrt(3)/6, and ISD is the inter-site distance.


In the first method, traffic model is considered, different traffic model has different Qos requirement. Result led by heavy transmission load can be considered. MPDCCH is defined for mMTC. In the second method, link-level simulation can be used for link adaptation, including selecting appropriate modulation order and coding rate, and SINR calculation based on signal power and interference environment to predict the BLER for data receiving. 
As proponent, 3GPP need to evaluate connection density requirement. Simulation results under full-buffer system-level simulation followed by link-level simulation needs to be submitted ITU-R.
Observation 1: 3GPP needs to provide evaluation results and simulation data under full-buffer system-level simulation followed by link-level simulation to ITU.
Procedure and Delay model
In NR, the small data transmission solution should be designed having in mind not only similar kind of traffic as in LTE but also new use cases possibly with an even higher diversity of traffic patterns. For example, in mMTC scenario, massive deployments of (static) sensors (or terminals) would lead to similar traffic characterized by small infrequent data, e.g. status updates on an hourly or daily scale possibly followed by DL acknowledgements. Much of the traffic can be expected to be very predictable in terms of message sizes and number of messages transmitted in UL and DL in each burst. Since current and future use cases may give rise to different traffic patterns, it is desirable that any solution standardized to enhance infrequent small data transmission will need to handle efficiently traffic types such as:
· Single UL packet generating no DL packet (not the most common type of traffic)
· Single UL packet with single DL acknowledgement;
· Single UL packet with application layer DL acknowledgement;
· Single UL packet with application layer DL acknowledgement triggering additional UL and/or DL transmissions etc.
[bookmark: _GoBack]Proposal 1: The procedure used in mMTC needs to be considered in performance evaluation, especially for small data procedure.
In NR, RRC_INACTIVE is introduced for power saving and quick connection. For UEs in RRC_INACTIVE state, the request triggers a random access procedure and ’resume’ message is carried over MSG3. A NR UE starts a state transition by sending an RRCConnectionResumeRequest and can only start to transmit data once it receives an RRCConnectionResume message from the network, which also triggers to UE to move to RRC_CONNECTED. 


Fig1   UL Data transmission
According to UL data transmission flow chart in fig1, delay modelling for UL data transmission can be derived as table1.
                                                                        Table1 Delay modelling for UL Data transmission
	Activity
	Model

	Synchronization
	Step1 : Sync

	
	Delay mode(delay = time spend for sync)
t1=g1(Ndl), Ndl is the wideband DL SINR

	MIB acquisition
	Step2 : MIB

	
	Delay mode(delay = time spend for MIB acquisition)
t2=g2(Ndl) , Ndl is the wideband DL SINR

	SIB acquisition
	Step3 : SIB

	
	Delay mode(delay = time spend for SIB acquisition)
t3=g3(Ndl) , Ndl is the wideband DL SINR

	PRACH
	Step4 : PRACH MSG1

	
	Delay mode(delay = time spend for MSG1)
t4=g4(ncollision, tPRACH), ncollision is the number of collisions encountered by the device (obtained in system level simulation), and tPRACH is the time for one shot PRACH transmission and is a function of wideband UL SINR, Nul.

	DCI + Msg2 (RAR)
	Step5 : MPDCCH+RAR

	
	Delay mode(delay = time spend for RAR)
t5=g5(Ndl)+ tsche_delay, Ndl is the wideband DL SINR, and tsche_delay is the scheduling delay  of the device (from the time when Step 2 completes to the time when the UL resource is available for this device) provided by the system level simulation; MPDCCH and MPDSCH resource allocation time delay may be considered in tsche_delay as well.

	Msg3
(Connection Resume Request)
	Step6 : Msg3

	
	Delay mode(delay = time spend for Msg3)
t6=g6(Nul), Nul is UL SINR

	DCI + Msg4 (Connection Resume)
	Step7 : MPDCCH+Msg4

	
	Delay mode(delay = time spend for Msg4)
t7=g7(Ndl), Ndl is the wideband DL SINR, 

	HARQ ACK
	Step8 : HARQ ACK

	
	Delay mode(delay = time spend for HARQ ACK)
t8=g8(Ndl) + tharqtiming ,  Ndl is the wideband DL SINR, tharqtiming is time delay in harq process

	DCI + UL RRC Msg
	Step9 : UL RRC Msg

	
	Delay mode(delay = time spend for UL RRC Msg)
t9=g9(Nul), Nul is UL SINR

	DCI
	Step10 : MPDCCH(UL Grant)

	
	Delay mode(delay = time spend for UL Grant)
t10=g10(Ndl), Ndl is the wideband DL SINR

	UL
	Step11 : UL data transmission

	
	Delay mode(delay = time spend for UL data transmission)
t11=g11(Nul), Nul is UL SINR


Assuming there are K steps in above procedure, the total delay of one data packet of a specific device is given by:

Proposal 2: The transition from RRC_inactive state to RRC_connected state should be considered in system simulation for mMTC.
Conclusion
In this document, the consideration on self-evaluation for mMTC is presented. The observations are listed as follows:
Observation 1: 3GPP needs to provide evaluation results and simulation data under full-buffer system-level simulation followed by link-level simulation to ITU.
Proposal 1: The procedure used in mMTC needs to be considered in performance evaluation, especially for small data procedure.
Proposal 2: The transition from RRC_inactive state to RRC_connected state should be considered  in system simulation for mMTC.
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