3GPP TSG RAN WG1 Meeting #92				                       R1-1801420
Athens, Greece, February 26th – March 2nd, 2018

Source:               ZTE, Sanechips
Title:                    Preliminary Link-level simulation results of NOMA
Agenda item:      7.4.4
Document for:    Discussion/decision
Background
In Rel. 14 NR SI, quite a number of NOMA schemes were proposed and captured in 3GPP TR38.802 [1], mainly targeting for grant-free transmission for mMTC scenario. Performance evaluations were conducted via link level simulations (LLS) and system level simulations (SLS), where benefits against baseline grant-free OMA scheme were observed and the conclusions were drawn as follows:
· Non-orthogonal MA, in some of the evaluated scenarios, provides significant gain in terms of UL link-level sum throughput and overloading capability with ideal and realistic channel estimation.
· Some non-orthogonal MA results combined with narrowband and/or repetition operations can reach -164 dB MCL @160bps data rate, which meets the coverage requirement for NR.
· Non-orthogonal MA schemes using an advanced receiver have little or no performance loss due to MA signature (except RS) collision. 
· All simulated non-orthogonal MA schemes with grant-free with advanced receivers (some with ideal channel estimation while others with realistic channel estimation) provide significant capacity gain in terms of packets arrivals rate (packets/s/sector) at a given system outage (e.g, 1% target packet drop rate), compared to a respective grant-free reference scheme assumed by each company.
· Evaluation simulators have been calibrated with agreed simulation assumptions (R1-1609442)
In Rel. 15 SI, NOMA was proposed to be a generic scheme which can provide benefit in various aspects for scenarios like mMTC, URLLC, eMBB small packet, 2-step RACH. Therefore, more comprehensive performance evaluations should be done to fully understand the pros and cons of different NOMA schemes.
Preliminary evaluation of NOMA with symbol-level spreading vs. OMA baseline
As proposed in our companion contribution about simulation methodology and assumptions [2], block-wise evaluations between NOMA and baseline OMA should be prioritized. In this section, some evaluation results between NOMA and baseline OMA are presented. We take the symbol-level spreading by using complex-valued sequences with QPSK constellation as an example for the performance evaluations. 

In Rel.14 SI, the same total spectral efficiency is assumed for both NOMA and OMA. An example of the evaluation results at ideal channel estimation can be found in Figure 1. The target per UE spectral efficiency for NOMA is 0.25 bits/RE. And for the evaluations of different number of UEs, the MCS of baseline OMA is increased accordingly. It can be found that the presented NOMA scheme can provide SNR gain of {0.1 dB, 2.7 dB, 5 dB} @ 0.1 BLER for the total SE = {1, 2, 3} bits/RE, respectively. 
 
The above exercises have been extensively carried out in the Rel.14 NR SI and some meaningful observations are already captured in TR 38.802. It becomes unnecessary to demonstrate those NOMA benefits over OMA again in the Rel. 15 NOMA SI. Actually, the benefit of NOMA over OMA anyway is needed to be evaluated for different use scenarios via system-level simulations. Link-level simulations in NOMA SI will be mainly used to provide some references for the performance comparison among different NOMA schemes. Therefore, in order to reduce the link-level simulation efforts, the baseline OMA scheme can be simplified to have single-user with the same MCS in the evaluation. BLER vs. per UE SNR shall be used and the performance loss of multi-user NOMA comparing to single-user OMA under the same per UE SE can be reported as the performance metric, as shown in Figure 1(b).
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(a) [bookmark: _Ref506197575]   Same total SE                                                       (b) Same MCS
[bookmark: _Ref506284907]Figure 1 Link-level evaluation between NOMA and baseline OMA.
Observation 1: NOMA can provide significant gain in terms of BLER vs. total SNR under the same total SE.
Observation 2: Performance loss between multi-user NOMA and single-user OMA under the same per UE SE can be reported as the performance metric for the comparison between different NOMA schemes.
Preliminary simulation results among different NOMA schemes
In this section, we provide some preliminary simulation results, trying to compare different categories of transmitter processing to our best knowledge. The simulation assumptions are listed in Table A1 in the Appendix. Ideal UE detection is assumed as the starting point, i.e. UEs’ MA signatures are known by gNB. To ensure the fairness, the total spectral efficiency (number of UEs * per UE spectral efficiency) are assumed to be the same among schemes.
Performance comparison between symbol-level linear spreading and bit-level interleaving/scrambling
We take symbol-level spreading with QPSK constellation and random generated interleaving/scrambling pattern as the examples to show the performance differences between symbol-level linear spreading and bit-level scrambling. The target per UE spectral efficiency is aligned as 0.25bits/RE for all the schemes here. MMSE-SIC receiver is adopted for symbol-level scheme and ESE-SISO receiver (LogMAP decoding) is used for bit-level schemes, where the receiver details can be found in [3].
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[bookmark: _Ref498630944]Figure 2 Performance comparison between symbol-level (time-domain) spreading and bit-level interleaving/scrambling
The performance comparison under ideal channel estimation is shown in Figure 2. It can be observed that three different schemes perform similar when the number of UEs is not greater than 12, e.g., no significant performance loss compared to single-user case. More analysis should be conducted with more UEs, i.e. to test the overloading capability of different schemes. 
Observation 3: Symbol-level spreading and bit-level interleaving/scrambling perform similar at moderate system overloading.
Performance comparison of different code rate and spreading factor for symbol-level spreading
We take symbol-level spreading with QPSK constellation as the examples to show the performance differences between different spreading factors. The target per UE spectral efficiency is aligned between length-2 and length-4 spreading, e.g. 0.25 bits/RE and 0.375 bits/RE. The code rates of different spreading lengths are adjusted accordingly. MMSE-SIC receiver is adopted with the receiver details shown in [3].
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[bookmark: _Ref498631862]Figure 3 Performance comparison of different code rate and spreading factor
The performance comparison under ideal channel estimation can be found in Figure 3. It can be observed that shorter spreading which can keep the coding rate low performs better when the overloading is not very high, this is mainly because that the inter-user interference is not very severe and spreading factor of 2 can provide good cross-correlation among UEs, and compared with 1/2 coding rate there are no bits punctured and therefore no performance loss presents at the bit level. While longer spreading factor is beneficial for high overloading (when total SE is larger than 3 bits/RE) cases, due to lower cross-correlation property among spreading sequences and better interference rejection by MMSE equalization together with de-spreading.
Observation 4: Low code rate is beneficial when the overloading is not very high, while lower cross-correlation among spreading sequences is beneficial for high overloading cases. 
Observation 5: Considering the tradeoff of code rate and spreading factor, the sequence design of symbol-level spreading should be flexible and adaptive to different requirements of SE and overloading.
Performance comparison of different symbol-level linear spreading sequences
The cross-correlation property of spreading sequences is important for the symbol-level full-spreading based schemes. Basically the cross-correlation is related to the spreading factor and the size of sequence pool, e.g. the longer the spreading length, the smaller the overall cross-correlation can be achieved, and if a larger sequence pool is desired to accommodate more UEs at a given spreading factor, higher cross-correlation is inevitable.
Three types of sequence pool and the suggested values of spreading length L and size of sequence pool K are shown as below (details can be found in Table A2 in the Appendix)
1) Symbol level spreading with spreading factor L = 4 (4 PRBs), MUSA sequences with pool size K = 64 are used (the first 8 sequences are used for fair comparison).
2) Symbol level spreading with spreading factor L = 4 (4 PRBs), Grassmannian sequences [4] with pool size K = 8 are used. 
3) Symbol level spreading with spreading factor L = 4 (4 PRBs), Welch sequences with pool size K = 8 are used.
4) Symbol level spreading with spreading factor L = 12 (12 PRBs), LTE sequences [5] with pool size K = 360 are used.
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[bookmark: _Ref503460250]Figure 4 Cross-correlation characteristics between different sequence pools.
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[bookmark: _Ref503460263]Figure 5 Performance comparison of different spreading sequences
The cumulative distribution function (CDF) of cross-correlation is depicted in Figure 4. Figure 5 illustrates the performance comparison among at the same 200% overloading and total spectral efficiency = 2 bits/RE, with the assumption of ideal UE detection. Both ideal channel estimation and realistic channel estimation are considered, where orthogonal RS is pre-configured to each UE with FMD pattern. It is observed that LTE sequence with longer spreading length and lower cross-correlation has the lowest block error rate (BLER), due to the smaller interference level and better frequency diversity gain. However, LTE sequence performs the worst for the realistic channel estimation, which means that longer sequence suffers more severe error propagation of channel estimates since more UEs are multiplexed on the same resources to achieve the same total SE. In addition, for MUSA, Grassmannian and Welch-bounce sequences with the same spreading length and pool size, there is no difference on the BLER performances. Although the maximum cross-correlation is different for the three kinds of sequences, the summation of squared cross-correlations is similar, thus the interference levels and the BLER performances are quite similar.
Observation 6: Ideally, long spreading sequences with low cross-correlation and frequency diversity perform better for MMSE-SIC receiver. While for realistic channel estimation with limited RS resources, the performance is limited by poor channel estimation accuracy and error propagation of SIC.
Performance comparison between symbol-level nonlinear and linear spreading sequences
The detailed codebooks for linear and non-linear spreading schemes are shown in Table A3 in the Appendix. Different receivers are adopted to facilitate the decoding of different transmitter data processing and keep the receiver complexity as reasonable, i.e. MPA/EPA with 3 outer iterations is assumed for sparse based spreading scheme and MMSE-SIC is used for non-sparse spreading scheme respectively. Different modulation schemes are used, e.g. 8-point constellation [6] with 1/3 coding rate are used for sparse based spreading and QPSK modulation with 1/2 coding rate are used for linear spreading based.
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[bookmark: _Ref506202053]Figure 6 Performance comparison between linear and non-linear (frequency-domain) spreading. 
The results are compared in Figure 6. It can be observed that when the overloading is not high (150%) and there is no sequence collision among UEs, non-linear spreading with 8-point constellation and sparse code can provide additional coding gain for the same spreading factor, while linear spreading using 1/2 coding rate incurs some performance loss in terms of coding gain due to the fact that some of the bits are punctured. It should be noticed that coding gain at low overloading cases can also be achieved for the linear spreading scheme if we lower the code rate and shorten the spreading length at the same time to keep the same SE, as the results shown in Figure 6. It should be also noticed that the coding gain by shorten the spreading length is more effective when the target per UE SE is higher and overloading is not high.
Observation 7: Given the same spreading factor, coding gain can be observed at ideal channel estimation for non-linear based spreading when the overloading is not very high, while linear spreading with low cross-correlation among spreading sequences is beneficial for high overloading cases.
Observation 8: Coding gain can be observed at ideal channel estimation when the overloading is not very high, either by using multi-dimensional modulation scheme for non-linear spreading or by shortening the spreading length for linear spreading,
Conclusion
In this contribution, we provided some link level simulations and preliminary performance comparisons among different NOMA schemes from various aspects. Some observations were made as follows.
Observation 1: NOMA can provide significant gain in terms of BLER vs. total SNR under the same total SE.
Observation 2: Performance loss between multi-user NOMA and single-user OMA under the same per UE SE can be reported as the performance metric.
Observation 3: Symbol-level spreading and bit-level interleaving/scrambling perform similar at moderate system overloading.
Observation 4: Low code rate is beneficial when the overloading is not very high, while lower cross-correlation among spreading sequences is beneficial for high overloading cases.
Observation 5: Considering the tradeoff of code rate and spreading factor, the sequence design of symbol-level spreading should be flexible and adaptive to different requirements of SE and overloading.
Observation 6: Ideally, long spreading sequences with low cross-correlation and frequency diversity perform better for MMSE-SIC receiver. While for realistic channel estimation with limited RS resources, the performance is limited by poor channel estimation accuracy and error propagation of SIC.
Observation 7: Given the same spreading factor, coding gain can be observed at ideal channel estimation for non-linear based spreading when the overloading is not very high, while linear spreading with low cross-correlation among spreading sequences is beneficial for high overloading cases.
Observation 8: Coding gain can be observed at ideal channel estimation when the overloading is not very high, either by using multi-dimensional modulation scheme for non-linear spreading or by shortening the spreading length for linear spreading,
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Appendix

Table A1 Simulation assumptions used for preliminary performance comparison
	Parameter
	Value

	Carrier frequency
	2 GHz

	Waveform (data part)
	CP-OFDM

	Numerology (data part)
	SCS = 15 kHz, #OS = 14

	Allocated bandwidth
	4 RBs, 12 RBs (only for spreading factor = 12)

	Antenna configuration
	1 Tx (at UE), 2 Rx (at gNB)

	Propagation channel & UE velocity
	TDL-A 30ns or TDL-C 300ns, 3 km/h

	Channel estimation
	Ideal, realistic

	MA signature allocation (incl DMRS)
	Fixed

	Timing/frequency offset
	0

	Distribution of long-term avg SNR
	Equal

	Receiver
	MMSE-SIC (linear spreading), MPA/EPA (for non-linear spreading)



Table A2 Sequence pool used for the comparison of full spreading schemes
	MUSA
	Spreading factor = 4, sequence pool size = 64, each element is chosen from QPSK constellation.
[image: ]
Example with maximum cross-correlation of 0.79 is shown in Table A4.

	Grassmannian sequence
	Spreading factor = 4, sequence pool size = 8, with minimized cross-correlation



	Welch-bounce sequence
	

	LTE sequence
	

Spreading factor = 4, sequence pool size = 360 with 30 roots and 12 cyclic shifts.Definition of  for SF=12 is shown in Table A5



Table A3 Sequence pool (before normalization) used for the linear and non-linear spreading schemes.
	Non-linear spreading codebook for 6 UEs
	

	Non-linear spreading codebook for 12 UEs
	

	Linear spreading codebook for 6 UEs, SF=4

	

	Linear spreading codebook for 12 UEs, SF=4

	

	Linear spreading codebook for 6 UEs, SF=2
	




Table A4 Example of MUSA sequence with SF = 4, pool size = 64 (before normalization).
	No.
	c1
	c2
	c3
	c4
	No.
	c1
	c2
	c3
	c4

	1
	1
	1
	1
	1
	33
	1
	1
	1
	-j

	2
	1
	1
	-1
	-1
	34
	1
	1
	-1
	j

	3
	1
	-1
	1
	-1
	35
	1
	-1
	1
	j

	4
	1
	-1
	-1
	1
	36
	1
	-1
	-1
	-j

	5
	1
	1
	-j
	j
	37
	1
	1
	-j
	1

	6
	1
	1
	j
	-j
	38
	1
	1
	j
	-1

	7
	1
	-1
	-j
	-j
	39
	1
	-1
	-j
	-1

	8
	1
	-1
	j
	j
	40
	1
	-1
	j
	1

	9
	1
	-j
	1
	j
	41
	1
	-j
	1
	1

	10
	1
	-j
	-1
	-j
	42
	1
	-j
	-1
	-1

	11
	1
	j
	1
	-j
	43
	1
	j
	1
	-1

	12
	1
	j
	-1
	j
	44
	1
	j
	-1
	1

	13
	1
	-j
	-j
	-1
	45
	1
	-j
	-j
	j

	14
	1
	-j
	j
	1
	46
	1
	-j
	j
	-j

	15
	1
	j
	-j
	1
	47
	1
	j
	-j
	-j

	16
	1
	j
	j
	-1
	48
	1
	j
	j
	j

	17
	1
	1
	1
	-1
	49
	1
	1
	1
	j

	18
	1
	1
	-1
	1
	50
	1
	1
	-1
	-j

	19
	1
	-1
	1
	1
	51
	1
	-1
	1
	-j

	20
	1
	-1
	-1
	-1
	52
	1
	-1
	-1
	j

	21
	1
	1
	-j
	-j
	53
	1
	1
	-j
	-1

	22
	1
	1
	j
	j
	54
	1
	1
	j
	1

	23
	1
	-1
	-j
	j
	55
	1
	-1
	-j
	1

	24
	1
	-1
	j
	-j
	56
	1
	-1
	j
	-1

	25
	1
	-j
	1
	-j
	57
	1
	-j
	1
	-1

	26
	1
	-j
	-1
	j
	58
	1
	-j
	-1
	1

	27
	1
	j
	1
	j
	59
	1
	j
	1
	1

	28
	1
	j
	-1
	-j
	60
	1
	j
	-1
	-1

	29
	1
	-j
	-j
	1
	61
	1
	-j
	-j
	-j

	30
	1
	-j
	j
	-1
	62
	1
	-j
	j
	j

	31
	1
	j
	-j
	-1
	63
	1
	j
	-j
	j

	32
	1
	j
	j
	1
	64
	1
	j
	j
	-j



Table A5 Definition of  for LTE sequence with spreading factor = 12
	

	


	0
	-1
	1
	3
	-3
	3
	3
	1
	1
	3
	1
	-3
	3

	1
	1
	1
	3
	3
	3
	-1
	1
	-3
	-3
	1
	-3
	3

	2
	1
	1
	-3
	-3
	-3
	-1
	-3
	-3
	1
	-3
	1
	-1

	3
	-1
	1
	1
	1
	1
	-1
	-3
	-3
	1
	-3
	3
	-1

	4
	-1
	3
	1
	-1
	1
	-1
	-3
	-1
	1
	-1
	1
	3

	5
	1
	-3
	3
	-1
	-1
	1
	1
	-1
	-1
	3
	-3
	1

	6
	-1
	3
	-3
	-3
	-3
	3
	1
	-1
	3
	3
	-3
	1

	7
	-3
	-1
	-1
	-1
	1
	-3
	3
	-1
	1
	-3
	3
	1

	8
	1
	-3
	3
	1
	-1
	-1
	-1
	1
	1
	3
	-1
	1

	9
	1
	-3
	-1
	3
	3
	-1
	-3
	1
	1
	1
	1
	1

	10
	-1
	3
	-1
	1
	1
	-3
	-3
	-1
	-3
	-3
	3
	-1

	11
	3
	1
	-1
	-1
	3
	3
	-3
	1
	3
	1
	3
	3

	12
	1
	-3
	1
	1
	-3
	1
	1
	1
	-3
	-3
	-3
	1

	13
	3
	3
	-3
	3
	-3
	1
	1
	3
	-1
	-3
	3
	3

	14
	-3
	1
	-1
	-3
	-1
	3
	1
	3
	3
	3
	-1
	1

	15
	3
	-1
	1
	-3
	-1
	-1
	1
	1
	3
	1
	-1
	-3

	16
	1
	3
	1
	-1
	1
	3
	3
	3
	-1
	-1
	3
	-1

	17
	-3
	1
	1
	3
	-3
	3
	-3
	-3
	3
	1
	3
	-1

	18
	-3
	3
	1
	1
	-3
	1
	-3
	-3
	-1
	-1
	1
	-3

	19
	-1
	3
	1
	3
	1
	-1
	-1
	3
	-3
	-1
	-3
	-1

	20
	-1
	-3
	1
	1
	1
	1
	3
	1
	-1
	1
	-3
	-1

	21
	-1
	3
	-1
	1
	-3
	-3
	-3
	-3
	-3
	1
	-1
	-3

	22
	1
	1
	-3
	-3
	-3
	-3
	-1
	3
	-3
	1
	-3
	3

	23
	1
	1
	-1
	-3
	-1
	-3
	1
	-1
	1
	3
	-1
	1

	24
	1
	1
	3
	1
	3
	3
	-1
	1
	-1
	-3
	-3
	1

	25
	1
	-3
	3
	3
	1
	3
	3
	1
	-3
	-1
	-1
	3

	26
	1
	3
	-3
	-3
	3
	-3
	1
	-1
	-1
	3
	-1
	-3

	27
	-3
	-1
	-3
	-1
	-3
	3
	1
	-1
	1
	3
	-3
	-3

	28
	-1
	3
	-3
	3
	-1
	3
	3
	-3
	3
	3
	-1
	-1

	29
	3
	-3
	-3
	-1
	-1
	-3
	-1
	3
	-3
	3
	1
	-1
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Figure A1 8-point constellation for non-linear spreading
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