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1 Introduction
In this contribution, we discuss the remaining details of TBS determination and DL/UL resource allocation in time and frequency domains.  In Section 2, we present our views on TBS determination following agreements made at RAN1 #90bis. Section 3 discusses some aspects of time domain resource allocation, and Section 4 discusses frequency domain resource allocation, and addresses resource allocation granularity, DCI format handling, RBG sizes, support of dynamic BWP switching, resource allocation using fallback DCI, and VRB-to-PRB mapping options. 
2 TBS size determination
During the RAN1 #90 meeting, following was agreed for TBS determination:

Last RAN1 meeting, it was greed to using an estimated number of information bits generated from a set of assigned resources with potential quantization steps introduced to ensure the TBS signaling is flexible during initial and retransmissions. 
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We first propose some general principle that should be taken into account in TBS design : 

· TBS should be byte-aligned (already agreed)

· Code block sizes should also be byte aligned – this is a feature that can simplify implementation and does not provide any restriction in overall TBS design. 

· The “#OFDM_symbols_scheduled” should be directly inferable from the scheduling DCI as a number of contiguous symbols in the time domain. For example, if PDSCH start symbol is indicated as symbol#0, but it so happens that PDSCH is not mapped to any RE in symbol#0 (e.g. due to corset rate-matching), even then symbol#0 should be counted in for TBS determination. 

· Peak rate should be considered carefully during the quantization step, especially in relation the calculation of X.

· VoIP and small packet sizes should be optimized by creating a TB set between range A and B, and quantizing “estimated information bits” in to TBS values selected from the TB set.

· DMRS overhead for Type 1 and Type 2 shown in Figure below has to be considered. In particular, we propose that the number of co-scheduled DMRS port are also counted into the DMRS_per_PRB – otherwise, they have to be considered as apart of quantization step.
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· Following is an example of the number of REs available for PDSCH for different # OFDM symbols assigned for PDSCH and “best case DMRS” (negative or 0 indicates infeasible allocation) for Type 1 and Type 2 (only front loaded case.

	 
	
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Type 1
	OFDM symbols assigned for PDSCH
 

	numLayers
	
	 DMRS REs
	14
	13
	12
	11
	10
	9
	8
	7
	6
	5
	4
	3
	2
	1

	1
	
	6
	162
	150
	138
	126
	114
	102
	90
	78
	66
	54
	42
	30
	18
	6

	2
	
	6
	162
	150
	138
	126
	114
	102
	90
	78
	66
	54
	42
	30
	18
	6

	4
	
	12
	156
	144
	132
	120
	108
	96
	84
	72
	60
	48
	36
	24
	12
	0

	8
	
	24
	144
	132
	120
	108
	96
	84
	72
	60
	48
	36
	24
	12
	0
	-12

	 
	
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Type 2
	
	 
	14
	13
	12
	11
	10
	9
	8
	7
	6
	5
	4
	3
	2
	1

	1
	
	4
	164
	152
	140
	128
	116
	104
	92
	80
	68
	56
	44
	32
	20
	8

	2
	
	4
	164
	152
	140
	128
	116
	104
	92
	80
	68
	56
	44
	32
	20
	8

	4
	
	8
	160
	148
	136
	124
	112
	100
	88
	76
	64
	52
	40
	28
	16
	4

	6
	
	12
	156
	144
	132
	120
	108
	96
	84
	72
	60
	48
	36
	24
	12
	0

	8
	
	16
	152
	140
	128
	116
	104
	92
	80
	68
	56
	44
	32
	20
	8
	-4


Similar tables can be derived for other DMRS overhead assumptions. But the table indicates a maximum of 8 to 10 entries are sufficient for quantizing the full range. Note some of the entries at higher end are for achieving better peak rate. Moreover, we can see that number of entries can also depend on the allocation in time-domain, in particular for mini-slots such as 2, 4, 7, the number of quantization levels can be smaller. X should be quantized to values that can yield unambiguous TBSes with reduced quantization precisions e.g. 144, 132, 120, 108, etc ,in conjunction with other parameters used in Iest.
Proposal 2.1: 

A maximum of 10 values are supported for quantizing X. The maximum number is different for slot-based scheduling and non-slot based scheduling. 

· X should be quantized to values that can yield unambiguous TBSes with reduced quantization precisions. 

2.1 TBS calculation based on resources
The following formula provides an estimate of transport block size that matches the assigned resources 
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Where Qm denotes the scheduled modulation order, R denotes the intended rate, and NRE denotes the number of resource elements in the resource allocation on which data can be transmitted. Typically, RxQm denotes the spectral efficiency, and NRE has to be determined from allocated resources and removing overhead (e.g. resources that are rate-matched and/or punctured), and NL denotes number of layers on which the TBS is mapped. Due to code block segmentation, there may be added CRC overhead (TB and CB) can be taken into account. In addition, the following agreements from channel coding has to be considered. 

This estimated value (Iest) is further adjusted to obtain the final TBS, which are described below. The number of code blocks would be given by 
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 is given by 8448 if R > 0.25, and by 3840 if R <=0.25 – this enable the code block segmentation based on either BG1 or BG2. With byte alignment of code block and transport block, the total transport block size together with all CRC (code block and transport block) included will be given by the following :
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The actual CRC attached would depend on the agreed values for LDPC,   16 bit CRC for TB < 3824, else 24 bit CRC for TB, and a 24-bit CRC per CB. Additionally, there could be some quantization step in ensuring that the formula for Iest or C yields unambiguous values especially when the input such as Rate R is non-integer. We think the rate should be quantized more coarsely. For example, the rate can be quantized based on 32 levels or 64 levels (e.g. from 1/32 to 30/32), and if NRE can also be quantized into simple values (e.g. 144, 132, 120, 108,  …), then the quantization can be unambiguous. 
The above formula can be used in a straight-forward manner to indicate TBS on a first transmission to the UE. For a retransmission of a TB, there are at least three ways to consider TBS indication.

· If the gNB requires the UE to re-determine the same TBS according to the formula, then the gNB has to arrange exact same size allocation (e.g. yielding NRE) to the UE, which is feasible for gNB, but may place some scheduling restrictions, e.g. in cases where gNB is dynamically varying the slot format.  

· If the gNB has a reliable way (e.g. via A/N DTX detection) of knowing UE has determined TBS from a 1st transmission, then the eNB can rely on implicit TBS indication (similar to MCS29, 30, 31 in LTE). This kind of implicit method for TBS determination has to also be used in case of CBG-based transmissions. 

Proposal 2.2: 

TBS design supports byte-aligned code block sizes. 

Proposal 2.3: 

TBS is determined based on adjustment if Iest including the following: 
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· where 
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 is given by 8448 if R > 0.25, and by 3840 if R <=0.25
· where CRC attached is 16 bit for TB < 3824, else 24 bit for TB, and a 24-bit CRC per CB.
Proposal 2.4: 

· Rate in the MCS should be quantized more coarsely (e.g. x[32] or x[64]) 

The Xoh indication could be semi-statically indicated to account for some average overhead that a gNb may decide to account for  in the TBS calculation. For example this could be used for rate-matching around some constantly recurring signal with less structure such as CSI-RS or other signals for rate-matching.
Apart from the TBS calculation itself, it is also important to consider typical payloads, and other operations that can be simplified through TBS design. We list a few topics below.
Small packet sizes such as MAC payloads, and VoIP
For scheduling of very small packet sizes such as MAC payload, or VoIP packets, special handling of TBS indication can be considered. For example, an explicit TBS table can be designed for a certain combination of MCS and RA combinations (e.g. up to MCS 2 bps and/or up to MCS 2 bps and RA of up to 4 PRBs, or upto a max TBS threshold value). Another option is to define a TBS set for small packet sizes, and allow the TBS to be selected from this set for up to a particular threshold TB size.  

3 Time domain resource allocation

At the RAN1#90 meeting, following was agreed [7]:

· NR supports some combinations of following:

· For the purpose of designing time-domain resource allocation scheme from UE perspective, assuming no prior information of DL/UL assignment, scheduling DCI informs the UE of the time-domain information of the scheduled PDSCH or PUSCH

Based on the above, different pieces of information on time-domain resource allocation for single-slot, multi-slot, and non-slot cases were agreed as summarized in the table below.
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Additionally, following was also agreed [7]:

· Scheduling DCI with and without time domain field is supported

· Note: the starting symbol is the earliest symbol of the PDSCH or PUSCH including DMRS symbol in the case of PUSCH in a slot, FFS: PDSCH
· Note: the ending symbol is the latest symbol of the PDSCH or PUSCH in a slot

· FFS: signaling aspects, e.g., implicit, explicit, table, etc.

· FFS: which are valid combinations
· FFS: handling of semi-static UL/DL and SFI assignment
At the RAN1 #90bis meeting, the following was agreed regarding time-domain resource allocation:

· For both slot and mini-slot, the scheduling DCI can provide an index into a UE-specific table giving the OFDM symbols used for the PDSCH (or PUSCH) transmission

· starting OFDM symbol and length in OFDM symbols of the allocation

· FFS: one or more tables

· FFS: including the slots used in case of multi-slot/multi-mini-slot scheduling or slot index for cross-slot scheduling

· FFS: May need to revisit if SFI support non-contiguous allocations

· At least for RMSI scheduling

· At least one table entry needs to be fixed in the spec

3.1 Data channel scheduling with flexible durations
For slot-based scheduling, wherein PDSCH/PUSCH occupies less than a slot-duration and is limited to within a single slot, in addition to the starting OFDM symbol and length in OFDM symbols of the allocation, it is necessary to indicate which slot the allocation corresponds to. This is necessary considering support of cross-slot scheduling.
For non-slot-based scheduling, the slot index may not be necessary. However, unless different DCI formats are defined for slot- and non-slot-based scheduling, the slot index field may still be present in the DCI format. However, different tables for indication of the allocated symbols, compared to the case of slot-based scheduling may be used.

Further, the following was agreed during RAN1 NR AH#3 meeting [8]:

· For grant-based DL or UL, transmissions where a TB spans multiple slots or mini-slots can be composed of repetitions of the TB

· The repetitions follow an RV sequence 

· FFS how the sequence is defined in specification

· FFS if there is one repetition of the TB per slot in the case of repetitions using mini-slots

· FFS for grant-based DL or UL transmissions, if a TB can span multiple slots without repetitions

Thus, Option 2 could be a more appropriate approach for multi-slot scheduling. Furthermore, the same mechanism can be applied to repetitions of TB across multiple mini-slots. In addition to the starting OFDM symbol and duration of a slot/mini-slot, the starting slot and the number of repetitions should also be indicated, the latter can be present only when multi-slot or multi-mini-slot scheduling is configured to the UE via higher layers.
Alternatively, the starting slot and the allocated symbols for all above cases could also be jointly encoded, and in such a case, different tables could be used for slot- and non-slot-based scheduling. 
Proposal 3.1:

· For PDSCH/PUSCH with slot-based, non-slot-based, and multi-slot scheduling, the starting slot and the allocated symbols are jointly encoded.
· For PDSCH/PUSCH with multi-slot scheduling, in addition to the symbols allocated for a single transmission, the DCI indicates the number of repetitions. 

· The field indicating the number of repetitions is present only when multi-slot or multi-mini-slot scheduling is configured to the UE via higher layers.
3.2 Handling of PDCCH monitoring occasions during the data channel duration
With flexible starting points and data channel durations, it is possible that a PDSCH allocation overlaps in time-domain with a PDCCH monitoring occasion. This PDCCH monitoring occasion could be one occurring at the beginning of a slot (typically used for slot-based scheduling) or could be one occurring in the middle of a slot (part of the USS configuration). For the former case, the PDSCH may be rate-matched around the PDCCH symbols at the beginning of a slot, but for the latter case, the UE may assume that PDSCH is transmitted in the resources corresponding to the PDCCH monitoring occasion in case of overlaps in frequency (and time) domain and accordingly is not expected to monitor for PDCCH during this occasion.

Proposal 3.2:

· In case of time domain overlaps between PDCCH monitoring occasions and PDSCH reception, a UE is not expected to monitor PDCCH candidates corresponding to resources that are overlapped by scheduled PDSCH.

4 Frequency domain resource allocation 

The following agreements on frequency resource allocation for DL and UL shared channels were made in RAN1 NR AH#2 meeting [1]:

· In frequency-domain, for PUSCH with DFT-s-OFDM waveform in NR, contiguous resource allocation scheme based on LTE UL RA Type 0 is adopted in Rel. 15.
· In frequency-domain, for PDSCH in NR, a resource allocation scheme based on LTE DL RA Type 2 is supported in Rel. 15.
· In frequency-domain, for PUSCH with CP-OFDM waveform in NR, contiguous resource allocation scheme based on LTE UL RA Type 0 is supported in Rel. 15
· A DCI format with resource allocation based on LTE DL RA type 0 (i.e., bit-map) is supported for PDSCH.
· A DCI format with resource allocation based on LTE DL RA type 0 (i.e., bit-map) is supported for PUSCH with CP-OFDM waveform.
· A DCI format with resource allocation based on LTE DL RA type 2 is supported for PDSCH.
· A DCI format with resource allocation based on LTE UL RA type 0 is supported for PUSCH with CP-OFDM waveform and with DFT-s-OFDM waveform.
· FFS: some or all of the above DCI formats have the same DCI payload size.

Further agreements were made during subsequent meetings and will be referred to in relation to respective issues in the following sub-sections. 
4.1 Resource allocation and DCI formats
In RAN1 NR AH#2, contiguous resource allocation based on LTE UL RA Type 0 and bit-map resource allocation based on LTE DL RA type 0 were agreed for PUSCH with CP-OFDM waveform. In RAN1#89, it was agreed that resource block grouping for the bit-map resource allocation would support at least the sizes 2, 4, 8 and 16 [2], and this allows to avoid a significant increase in DCI overhead due to the bitmap based indication. 

A drawback of the LTE DL RA type 0 is that a single PRB scheduling for small payloads is not possible with RB grouping. This drawback can be circumvented by LTE UL RA type 0 for PUSCH and LTE DL RA type 2 for PDSCH, wherein an RIV-based approach is employed to support contiguous PRBs in virtual/physical domain for PDSCH/PUSCH respectively.
In applications and scenarios which frequently require very small payload transmission in DL/UL, an allocation scheme like DL/UL RA Type 1 is beneficial. UL (resp. DL) TCP ACK in DL (resp. UL) data streaming scenarios are examples wherein a single PRB allocation would be frequently utilized, while DL RA Type 0 can be usually used in cases of heavy traffic load. 
Combining the agreements from RAN1 #89 and RAN1 NR AH#2 meetings, in order to support dynamic switching between large and 1-PRB resource allocations for PDSCH and PUSCH, dynamic switching between DL/UL RA types 0 and 1 should be supported. Further, to not increase blind decoding requirements at the UE, the resulting DCI formats should be size-matched. As in LTE, a header field to distinguish the DL/UL RA type should be included in the RA field.
Proposal 4.1:
· For PDSCH and PUSCH, both one PRB level and RB grouping allocations are supported in a dynamic manner.
· DCI format for the two RA types are size-matched. 

· RA Type 0/1 indicator is included in the RA field.
As discussed in Section 3.1, RBG (Resource Block Group) size can be determined as a function of bandwidth of the CC or bandwidth part (BWP) for both DL and UL. As illustrated in the tables provided in Section 3.1, the RBG size can increase with an increase in the bandwidth. This leads that the DCI overhead for resource allocation is kept within a reasonable limit. Further coarser granularity other than the bandwidth dependent granularity can reduce the DCI overhead more, but this would come at the expense of introducing an additional DCI format and complexity. 
For reference, for DL/UL RA type 1, a maximum of ceil(log2(N*(N+1)/2)) bits are needed for the RIV-based RA mechanism, where N is the maximum number of PRBs. For N = 275, this implies that a maximum of 16 bits would be needed. This is lower than the maximum number of bits needed for DL/UL RA type 0-based allocations, wherein maximum of ceil (N/P) bits = 18 bits (with N = 275 and P = 16 or N = 138 and P = 8 see Table 2 in Section 4.3) are needed. Further, both bit-widths are lower than the maximum bit-width for the resource allocation field in LTE (viz. 25 bits). 
Unless the need for further coarser granularity is clearly identified, a granularity of greater than 1 PRB for RA type 1 is not necessary.
Proposal 4.2: 
· For DL/UL RA type 1, minimum resource allocation granularity is one PRB.

· Additionally coarser granularity for further reduced DCI overhead is not supported.

Following the discussion above, it is clear that dynamic switching of RA types should be supported in NR. Next, we observe that the bit-widths of the resource allocation field for DL RA type 1 are expected to be smaller than that for RA type 0 for the corresponding channel BW, but not significantly different. This can be seen by comparing the required bit-widths for RA type 0 with the examples of RBG sizes in Table 2 and the requirement for the RIV-based RA types. 
Accordingly, it is proposed that the DCI sizes for the DL/UL DCI formats are size-matched in order to keep the number of BD attempts for the UE in check. The details of size matching can be determined once discussion on DCI contents is sufficiently mature. Further, the fallback DCI formats for DL and UL scheduling should also be size-matched in order to avoid additional BDs for PDCCH monitoring.

Proposal 4.3:
· DCI formats for each RA type for DL and UL scheduling should be size-matched with respect to DCI payload size.

4.2 On RBG sizes

On determination of RBG sizes, RAN1 agreed on the following [1]:
· For PDSCH/PUSCH, the RBG size/number can be changed along with the change of the BWP used for resource allocation.
Further, during the RAN1 #90bis meeting, the following was agreed.
	
	Config 1
	Config 2

	X0 – X1 RBs
	RBG size 1
	RBG size 2

	X1+1 – X2 RBs
	RBG size 3
	RBG size 4

	…
	…
	…


· RRC selects config 1 or config 2

· One config (config 1) is the default until RRC configures otherwise

· The numbers ‘RBG size’ in the table are fixed in the spec

· The number of rows should be no more than [4-6]

· Same table for DL and UL

· The configuration for DL & UL is separate

· Same RBG size irrespective of the duration (slot vs. non-slot)

In LTE, the RBG sizes are defined as a function of the system BW as in Table 1 below. 

Table 1: Type 0 resource allocation RBG size vs. Downlink System Bandwidth in LTE

	System Bandwidth
	RBG Size
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	≤10
	1

	11 – 26
	2

	27 – 63
	3

	64 – 110
	4


In NR, the maximum number of subcarriers within a carrier can be as large as 3300 subcarriers, amounting to 275 PRBs as one PRB consists of 12 subcarriers.  

In our view, the motivation to support RBG size 6 is not sufficiently motivated. Tools for efficient multiplexing with PDCCH CORESETs are already being specified. On the contrary, with a “nested” set of RBG values as agreed currently, handling of UEs with different overlapping BWPs can be easier facilitated without incurring additional “allocation holes”.
Accordingly, assuming that only the already-agreed RBG sizes are supported (viz. 2, 4, 8, and 16), a possible such mapping is presented in Table 2 below. 

Table 2: Type 0 resource allocation RBG size vs. Carrier BW, configured frequency range, or BW part size 

	BW part size in # of RBs
	RBG Size Config 1
	RBG Size Config 2

	(N)
	(P)
	(P)

	≤26
	2
	2

	27 – 63
	4
	4

	64 – 110
	8
	8

	111 – 138
	8
	16

	139 – 275
	16
	16


While Table 2 indicates a possible example, some salient characteristics that should be considered are listed below:

· The smallest range of RBs should correspond to RBG size = 2 for both configurations

· To realize the flexibility of switching between two sets, for each configuration, some rows may correspond to same RBG sizes for different non-overlapping frequency ranges. This is necessary since the RB ranges are agreed as common for both configurations.

· The largest range of RBs should correspond to the largest RBG size = 16 to maintain the same maximum RA field bit-width. 
Proposal 4.4:
· The RBG table with two configurations for RBG sizes should be specified with the following characteristics

· RBG sizes = {2, 4, 8 , 16]

· Smallest range of RBs correspond to RBG size = 2 for both configurations

· For each configuration, some rows may correspond to same RBG sizes for different non-overlapping frequency ranges
· Largest range of RBs correspond to RBG size = 16 for both configurations

· Consider specifying a table with five rows as presented in Table 2.
4.3 Support of dynamic BWP switching with Type0 RA
Dynamic BWP switching and cross-BWP scheduling need to be supported, at least for non-fallback use cases. This is necessary for both RA types. 
Next, we discuss two options for RBG-based resource allocation considering cross-BWP scheduling. 

Option 1_0: Semi-statically configured or determined size of Type0 RA bitmap
For this option, the number and size of RBGs for a RA is determined based on size of DL/UL BWP and the size of the Type0 RA bitmap. The main motivation is that in case of resource allocation in different BWPs with different sizes in a dynamic manner (e.g., dynamic cross-BWP scheduling), the bit-width of the RA field can remain the same for same DCI size. 

However, this means that if a large range of BWP sizes needs to be supported, then the bitmap length may either always need to be over-dimensioned if following the largest BWP configured to the UE. Note that, for this case, no additional RRC signaling of the bitmap is necessary. 
Instead of fixing the RA field according to the largest BWP configured to the UE, the UE can be configured explicitly with a reference RA field corresponding to a certain choice of BWP and RBG sizes. This may offer some flexibility but still suffer from inefficiencies from incurring increased overhead or too coarse resource allocation granularity.
Further, in order to realize size-matched DL/UL DCI formats, a single configured size of the Type0 RA bitmap should be configured considering both DL and UL BWPs. For instance, if the bitmap size is determined implicitly based on the set of configured BWPs, the size corresponds to the maximum size of the configured DL and UL BWPs.
Option 2_0: RA field bitmap length follows scheduling BWP with RBG size scaling for cross-BWP scheduling
Alternatively, the RA field in the DCI can follow the scheduling BWP as reference and the RBG sizes can be scaled to maintain the same RA field size for cross-BWP scheduling. The benefit of this option is a more dynamic adaptability of the RA bit-field and the RBG sizes corresponding to the scheduling decisions. 
For the case of UL scheduling with Type0 RA with support of dynamic BWP switching, Type 0 RA bitmap size can be determined based on the last active UL BWP and in case of BWP switching indication from the DCI, the resource allocation is performed using a scaled version (as necessary) of the RBG value used for the latest active UL BWP.
Note that additional rounding up of the scaled RBG sizes may be needed to conform to the supported RBG sizes.

The final down-selection should consider scheduling and overhead efficiencies, and ease in DCI format size-matching between different RA types and DL/UL directions.
Proposal 4.5:

· For cross-BWP scheduling with Type0 RA, RAN1 to down-select between:
· Option 1_0: Semi-statically configured or determined size of Type0 RA bitmap 

· Option 2_0: Type0 RA bitmap size follows the scheduling BWP as reference with scaling of RBGs.
4.4 Support of dynamic BWP switching with Type1 RA

At least for non-fallback DCI using Type1 RA, cross-BWP scheduling or dynamic BWP switching should be supported. Some possible candidate options are discussed next.
Option 1_1: Semi-statically configured or determined Type1 RA field bit-width
Following this option, similar to Option 1_0, a semi-statically configured bit-width of the Type 1 RA field for “regular” (non-fallback) DCI can be defined. Alternatively, it can be implicitly determined based on size of largest configured DL and UL BWP for regular DL and UL DCI respectively, or based on the size of the largest configured DL or UL BWP  (i.e., over the set of all DL and UL BWPs).
Option 2_1: Type1 RA field bit-width based on scheduling/latest active BWP with adjustment to the schedulable BW
If the BW of BWP with allocated PDSCH/PUSCH ≤ BW of current/latest active BWP, a subset of length N bits of the RA bit-field (e.g., first or last N bits of the resource allocation part of the RA bit field) is used where N = ceil(log_2(N_RB*(N_RB+1)/2)) and N_RB is the number of PRBs in the BWP with allocated PDSCH/PUSCH. 

On the other hand, if the BW of BWP with allocated PDSCH/PUSCH > BW of current/latest active BWP, the PRB range can still cover the whole current BWP but the maximum schedulable BW in terms of PRBs may be restricted to only a fraction of BWP. The number of contiguous VRBs (LCRB) can be scaled in order to maintain the RA field bit-width.

Proposal 4.6:

· For cross-BWP scheduling with Type1 RA, RAN1 to down-select between:
· Option 1_1: Semi-statically configured or determined size of Type1 RA field bit-width 

· Option 2_1: Type1 RA field bit-width  follows the scheduling/latest active BWP as reference 
· A subset of N bits of the RA field is used, where ceil(log_2(N_RB*(N_RB+1)/2)) and N_RB is the number of PRBs in the BWP with allocated PDSCH/PUSCH
· The number of contiguously allocated VRBs is adjusted when allocated resources occur in larger BWP.
4.5 Resource allocation with fallback DCI

It has been agreed that fallback DCI only uses Type1 RA. The RA field bit-width for the fallback DCI should not vary. A natural choice is to dimension it corresponding to the size of the initial DL/UL active BWP or the maximum of the initial DL and UL BWP sizes. The maximum over DL and UL BWP sizes should be used to facilitate size-matched DL/UL fallback DCI formats
Although the size of the RA field is proposed to be fixed for fallback DCI, it should be possible to use the fallback DCI format to schedule resources in a DL/UL BWP that is different from the initial active DL/UL BWPs. Thus, irrespective of whether fallback DCI can support dynamic BWP switching in the scheduling DCI, an approach similar to those described in Section 4.4 can be applied to support resource allocation in a BWP that may be smaller or larger compared to the initial DL/UL BWP.
Proposal 4.7:

· The RA field bit-width for the fallback DCI is determined corresponding to the maximum of the initial DL/UL BWP sizes.

4.6 VRB-to-PRB mapping options

As introduced in LTE, VRB-to-PRB mapping is applied to distribute the allocated resource for data transmission in frequency domain. More specially, in DL, two step procedure is specified for VRB-to-PRB mapping: in the first step, a block interleaver based approach is applied to spread the VRB in the frequency domain, while in the second step, intra-slot frequency hopping on VRB pairs is employed such that two PRBs in a PRB pair are transmitted with certain frequency gap. Note that this mechanism can allow resource allocation with small number of VRB pair to be distributed in the frequency domain with the motivation to exploit the benefit of frequency diversity. For NR, it was agreed to support VRB-to-PRB mapping for both DL and UL. Further, at least a block-interleaver is used for VRB-to-PRB mapping. As DL and UL BWP is UE specific and BWPs for different UEs may overlap in frequency, if block interleaver is operated on UE specific DL or UL BWP, VRB-to-PRB mapping may lead to resource collision for different UEs, which may not be desirable in terms of degraded performance. To address this issue, the block interleaver VRB-to-PRB mapping may be operated on a configured resource, which may help to avoid potential resource collision from different UEs.

Note that in case of small resource allocation, the block interleaver for VRB-to-PRB mapping may be operated on the configured resource or on the active DL/UL BWP so as to spread the PRBs over a wider BW to realize frequency diversity gain. On the other hands, for large resource allocation, the block interleaver for VRB-to-PRB mapping may be operated on the allocated resource or configured resource, which can help to achieve CB diversity. 
To provide more flexibility on the resource mapping, a hybrid VRB-to-PRB mapping scheme can be considered for DL, i.e., whether to operate the block interleaver on active DL/UL BWP or allocated resource can be determined according to the number of PRBs. In particular, in case when allocated resource size < X PRBs, the block interleaver is operated on active DL/UL BWP or on a set of configured resources within active DL/UL BWP; Further, in case when allocated resource size >= X PRBs, the block interleaver is operated on allocated resource. For example, X can be set to four.
For VRB-to-PRB mapping for UL, it may be more desirable to operate the block interleaver across the allocated resource. In this regard, non-contiguous resource allocation can be avoided, which can help to alleviate IMD issue for uplink transmission. 

Further, as illustrated in our companion contribution, a cyclic shift on the interleaving function can be applied across different MIMO layers, which can help to achieve maximum frequency diversity gain [12]. This is primarily due to the fact that if same interleaving function is applied, symbols of the same code block will experience similar fading patterns for spatially correlated channel, which may lead to degraded performance. Based on the simulation results, 0.8dB performance gain can be achieved when employing different interleaving functions for different MIMO layers.
Proposal 4.8:

· For DL, a hybrid VRB-to-PRB mapping scheme is applied

· when allocated resource size < X PRBs, the block interleaver is operated on active DL/UL BWP or on a set of configured resources within active DL/UL BWP;
· When allocated resource size >= X PRBs, the block interleaver is operated on allocated resource (e.g., X = 4). 

· For UL VRB-to-PRB mapping, block interleaver is operated on allocated resource.

· Cyclic shift on block interleaver can be applied across different MIMO layers to realize maximal diversity.

5 Conclusion 

This contribution has discussed TBS size determination and DL/UL resource allocation in time and frequency domains.  
In section 2, various details of TBS determination have been discussed and we propose as follows:

Proposal 2.1: 

· A maximum of 10 values are supported for quantizing X. The maximum number is different for slot-based scheduling and non-slot based scheduling. 
· X should be quantized to values that can yield unambiguous TBSes with reduced quantization precisions. 
Proposal 2.2: 

· TBS design supports byte-aligned code block sizes. 
Proposal 2.3: 

· TBS is determined based on adjustment if Iest including the following: 
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 is given by 8448 if R > 0.25, and by 3840 if R <=0.25
· where CRC attached is 16 bit for TB < 3824, else 24 bit for TB, and a 24-bit CRC per CB.
Proposal 2.4: 

· Rate in the MCS should be quantized more coarsely (e.g. x[32] or x[64]) 

Proposal 3.1:

· For PDSCH/PUSCH with slot-based, non-slot-based, and multi-slot scheduling, the starting slot and the allocated symbols are jointly encoded.
· For PDSCH/PUSCH with multi-slot scheduling, in addition to the symbols allocated for a single transmission, the DCI indicates the number of repetitions. 

· The field indicating the number of repetitions is present only when multi-slot or multi-mini-slot scheduling is configured to the UE via higher layers.
Proposal 3.2:

· In case of time domain overlaps between PDCCH monitoring occasions and PDSCH reception, a UE is not expected to monitor PDCCH candidates corresponding to resources that are overlapped by scheduled PDSCH.

Proposal 4.1:
· For PDSCH and PUSCH, both one PRB level and RB grouping allocations are supported in a dynamic manner.
· DCI format for the two RA types are size-matched. 

· RA Type 0/1 indicator is included in the RA field.
Proposal 4.2: 
· For DL/UL RA type 1, minimum resource allocation granularity is one PRB.

· Additionally coarser granularity for further reduced DCI overhead is not supported.

Proposal 4.3:
· DCI formats for each RA type for DL and UL scheduling should be size-matched with respect to DCI payload size.

Proposal 4.4:
· The RBG table with two configurations for RBG sizes should be specified with the following characteristics

· RBG sizes = {2, 4, 8 , 16]

· Smallest range of RBs correspond to RBG size = 2 for both configurations

· For each configuration, some rows may correspond to same RBG sizes for different non-overlapping frequency ranges
· Largest range of RBs correspond to RBG size = 16 for both configurations

· Consider specifying a table with five rows as presented in Table 2.
Proposal 4.5:

· For cross-BWP scheduling with Type0 RA, RAN1 to down-select between:
· Option 1_0: Semi-statically configured or determined size of Type0 RA bitmap 

· Option 2_0: Type0 RA bitmap size follows the scheduling BWP as reference with scaling of RBGs.
Proposal 4.6:

· For cross-BWP scheduling with Type1 RA, RAN1 to down-select between:
· Option 1_1: Semi-statically configured or determined size of Type1 RA field bit-width 

· Option 2_1: Type1 RA field bit-width  follows the scheduling/latest active BWP as reference 
· A subset of N bits of the RA field is used, where ceil(log_2(N_RB*(N_RB+1)/2)) and N_RB is the number of PRBs in the BWP with allocated PDSCH/PUSCH
· The number of contiguously allocated VRBs is adjusted when allocated resources occur in larger BWP.
Proposal 4.7:

· The RA field bit-width for the fallback DCI is determined corresponding to the maximum of the initial DL/UL BWP sizes.

Proposal 4.8:

· For DL, a hybrid VRB-to-PRB mapping scheme is applied

· when allocated resource size < X PRBs, the block interleaver is operated on active DL/UL BWP or on a set of configured resources within active DL/UL BWP

· When allocated resource size >= X PRBs, the block interleaver is operated on allocated resource (e.g., X = 4). 

· For UL VRB-to-PRB mapping, block interleaver is operated on allocated resource.

· Cyclic shift on block interleaver can be applied across different MIMO layers to realize maximal diversity.
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Calculate an “intermediate” number of information bits � QUOTE � ��� where 


� QUOTE � ��� is the number of layers, 


� QUOTE � ��� is the modulation order, obtained from the MCS index


� QUOTE � ��� is the code rate, obtained from the MCS index


� QUOTE � ��� is number of resource elements


� QUOTE � ��� = Y * #PRBs_scheduled 


When determining � QUOTE � ��� (number of REs) within a slot


Determine X =  12* #OFDM_symbols_scheduled – Xd – Xoh 


Xd = #REs_for_DMRS_per_PRB in the scheduled duration


Xoh = accounts for overhead from CSI-RS, CORESET, etc. One value for UL, one for DL.


Xoh is semi-statically determined


Quantize X into one of a predefined set of values, resulting in Y


[8] values


Should allow for reasonable accuracy for all transmission durations


May depend on the number of scheduled symbols


FFS: floor, ceiling or some other quantization


Note: quantization may not be needed


FFS: Quantization step should ensure the same TB size can be obtained between transmission and retransmission, irrespective of the number of layers used for the retransmission. otherwise Xd has to be independent of the number of layers


Obtain the actual TB size from the intermediate number of information bits according to the channel coding decisions
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