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1. Overview
In RAN1 #90b Prague meeting [1], there agreed to reuse PDCCH Polar code design for NR PBCH:
	Agreement from RAN1#89:
· Polar coding is adopted for NR-PBCH
· Using same polar code construction as for the control channel
· Nmax = 512
Clarification of the above agreement: 
· Reuse Polar code design of PDCCH, i.e., 24-bit D-CRC with the associated interleaver.



To provide unique benefit for NR PBCH, there also expect further study on the bit field order and mapping design for potentially improved PBCH decoder latency and performance:
	Next steps: 
Study further until RAN1#91 the order of the PBCH fields, considering whether one or more PBCH fields that have known bit values in certain scenarios are placed in a specific order to enable potentially improved PBCH decoder performance/latency (with the CRC being calculated based on the order of the payload after this ordering)
· Examples of field(s) to be considered in particular include:
· SS block time index;
· SFN bits (e.g. for handover cases when the SFN is known a priori);
· reserved bits
· Note that backward compatibility problems in future releases should be avoided.




In this contribution, we will investigate and provide a design that can realize
· Significantly reduced decoding latency and complexity when only SSB (and ) bits are required, e.g., for mmWave measurement reporting with SSB index
· Improved performance with known SFN and  values, e.g., in synchronous networks
With the suggested design, NR UE can achieve the best performance and complexity trade-off for the scenarios requiring PBCH reception.



2. Decoding Complexity Issue for NR Measurement
In a cellular network, UE is required to report cells of better quality so that NodeB can maintain UE’s stable network connection. For LTE UE, measurement is done based on PSS/SSS and CRS with no need of PBCH decoding. However, NR UE can be required to include SS block index in measurement report, and PBCH decoding will be necessary if there are remaining SS block index bits carried in PBCH.
NR measurement decoding complexity can cause power issue. A typical UE data connection is usually of non-peak data rate and DRX mechanism. Measurement period commonly aligns with DRX period, and the period for the applications requiring stable network connection can be short. In Fig. 1, it shows that PBCH decoding complexity, regarding hypothesis decoding with cross-SS-block and cross-SFN soft-combining, can be around the same level as PDCCH monitoring. For UE daily use, PDCCH monitoring already consume a certain portion of UE power, it is likely NR measurement decoding power may double the Polar decoder power consumption if the remaining SS block index bits are required for measurement reports.

Observation 1: NR measurement decoding complexity and power consumption can be around the same level as PDCCH monitoring.
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Fig. 1: NR measurement decoding complexity compared with PDCCH monitoring

It should be noted that SS block index acquisition is typically required in RRM measurement phase while the other MIB information is only required when UE is camping on or handover to a cell. So it is too complicated and power consuming for UE to decode the whole PBCH just for acquisition of 3 remaining SS block index bits during the measurement phase.

Observation 2: Requiring full PBCH decoding for NR UE to acquire 3 remaining SS block index bits from PBCH is power consuming and not reasonable.

Proposal 1: NR PBCH allows low-complexity acquisition of the remaining SS block index bits.


3. Bit Position Design for Low-Complexity Partial Content Extraction
In this section, we will show a PBCH bit position design that can allow significantly reduced decoding latency and complexity when extracting only SSB and  bits. For common convention on the timing information bits, we follow those as in [2]:
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Fig. 2: Notation for the timing information bits
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One simple strategy to reduce decoding complexity is decoder termination as earlier as possible. Compared with the early termination design with distributed CRC, the early termination here is to terminate decoding right after the targeted data bits are reached. In Fig. 3, there illustrates one example where only  is required from . If  is placed to the front index, one can have the chance to save the remaining decoding operations with the early termination. Regarding our demand on extracting only SSB and  bits, the following is suggested:

Proposal 2: Allocate at least the following bits in NR PBCH to the front indices in encoder input for reducing measurement decoding latency/complexity with decoder early termination:
· 3 bits of remaining SS block index, i.e., 
· 1 bit of half frame indication, i.e., 
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Fig. 3: Properly allocating the target bits to enable decoder early termination

For PBCH setting of 56-bit payload (including 24-bit CRC), the upper size-256 Polar subcode carries only 4 data bits, and NR UE can have the flexibility to apply simple sequence matching scheme. In Fig. 4, there illustrates how to apply the scheme, where the upper size-256 Polar subcode is first extracted by performing the operations: . Since there are only 16 codeword hypotheses for the upper Polar subcode, extracting SSB and  bits can be done by matching only 16 sequences. Moreover, since SSB and  bits are skipped in SFN dependent scrambling, cross-SFN combing for the Polar subocde is very simple without conditioning any SFN hypothesis. Consequently, we have

Observation 3: With 56-bit NR PBCH payload size (including 24-bit CRC) and placing SSB and  bits to the upper size-256 Polar subcode, NR PBCH can provide the following flexibilities for UE:
· Exacting SSB and  bits by simple sequence matching without applying a Polar decoder
· Direct cross-SFN soft combining for SSB and  bits over the upper size-256 Polar subcode without any pre-processing conditioned on a SFN hypothesis
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Fig. 4: Placing SSB and  bits to the upper Polar subcode enables low-complexity extraction

To realize the above benefits, the following bit order and mapping design is suggested:

Proposal 3: For NR PBCH with 56-bit payload (including 24-bit CRC), the following encoder input position mappings are targeted:
· SS block index bits  are mapped to indices (247, 253, 254) accordingly
· Half frame indication bit  is mapped to index 255
The corresponding info bit mapping before CRC encoding is applied:
·  are mapped to the info indices (5, 0, 2, 3) accordingly.

Regarding the performance of the low-complexity sequence matching for SSB and  bits, Fig. 5 compares its performance with those of size-512 Polar decoding, sequence matching with  known, and sequence matching schemes with one cross-SFN soft combining. It can be observed that there is ~1.6 dB to ~2 dB loss with one-shot sequence matching. Yet, the performance can become superior with one simple soft combining. Note that
· A target cell to be included in a measurement report is required to be constantly better than the serving cell by a configured SINR threshold of, e.g., 3 to 6 dB.
· For checking the reliability of the detection, one can resort to some soft metric and even perform joint check with PBCH DMRS reliability. 
Consequently, the following observation can be made:
Observation 4: The performance of low complexity sequence matching for SSB and  bits is adequate for measurement report settings. It can outperform the Polar decoding by extra one simple cross-SFN combining with still much lower computational complexity.
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Fig. 5: Performance of Polar decoding and low-complexity seq. matching for SSB and  bits


4. Bit Position Design to Exploit Known-Bit Performance Gain
For synchronous networks, it is possible to know neighbor cells’ SFN and  values. Such a priori can effectively freeze the SFN and  bits, and the Polar code rate can be reduced accordingly. The effect is illustrated in Fig. 6, where  is the least reliable bit, and the code rate can be reduced from 5/8 to 4/8 when  is frozen. 
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Fig. 6: Properly setting SFN bit positions to effectively lower the code rate
Since front positions are usually less reliable positions, Fig. 7 compares the performances with SFN and  bits located to the least reliable positions or the front positions. Based on Fig. 7, the following observation can thus be obtained:
Observation 5: The known bits should be placed in the least reliable positions at encoder input to realize the best performance advantage.
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Fig. 7: Performance comparison of different bit positions for known SFN and  bits

To combine the low complexity benefit of the design in proposal 3, the following is proposed:

Proposal 4: For NR PBCH with 56-bit payload (including 24-bit CRC), the following encoder input position mappings are targeted:
· 10 SFN bits are in the least reliable input bit positions excluding the positions occupied by SSB and  bits
·  In particular,  are mapped to (441, 469) according, and the remaining 8 SFN bits are mapped to {367, 375, 444, 470, 483, 415, 485, 473}
The corresponding info bit mappings before CRC encoding are enforced:
·  are mapped to the info indices (24, 6) accordingly, and the remaining 8 SFN bits are mapped to {7, 10, 30, 8, 17, 18, 23, 16}.

In Fig. 8, we further compare the performance of proposal 4 and that with SFN and  located in the least reliable bit positions. It can be observed that the performances are virtually the same, indicating the possibility of providing both performance and low-complexity flexibilities for NR UEs. Therefore, we can conclude with the following:


Observation 6: Placing SFN to the least reliable bit positions excluding the front positions assigned to SSB and  bits can achieve virtually the same performance with SFN and  bits allocated to the least reliable positions.
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Fig. 8: Performance of adjusted SFN and  bit positions to ensure SSB and  in front positions

Proposal 5: NR PBCH adopts the following encoder input bit mapping:
· SS block index bits  are mapped to indices (247, 253, 254) accordingly
· Half frame indication bit  is mapped to index 255
· SNF bits  are mapped to (441, 469) according, and the remaining 8 SFN bits are mapped to {367, 375, 444, 470, 483, 415, 485, 473}
The above bit mappings are realized by the following bit mapping before CRC encoding:
·  are mapped to the info indices (24, 6, 5, 0, 2, 3) accordingly
· The remaining 8 SFN bits are mapped to the info indices {7, 10, 30, 8, 17, 18, 23, 16}



5. Summary
In this contribution, the bit position design for NR PBCH is investigated. In particular, we have 

Observation 1: NR measurement decoding complexity and power consumption can be around the same level as PDCCH monitoring.

Observation 2: Requiring full PBCH decoding for NR UE to acquire 3 remaining SS block index bits from PBCH is power consuming and not reasonable.
Proposal 1: NR PBCH allows low-complexity acquisition of the remaining SS block index bits.

Proposal 2: Allocate at least the following bits in NR PBCH to the front indices in encoder input to reduce measurement decoding latency/complexity by allowing decoder early termination:
· 3 bits of remaining SS block index, i.e., 
· 1 bit of half frame indication, i.e., 

Observation 3: With 56-bit NR PBCH payload size (including 24-bit CRC) and placing SSB and  bits to the upper size-256 Polar subcode, NR PBCH can provide the following flexibilities for UE:
· Exacting SSB and  bits by simple sequence matching without applying a Polar decoder
· Direct cross-SFN soft combining for SSB and  bits over the upper size-256 Polar subcode without any pre-processing conditioned on a SFN hypothesis

Proposal 3: For NR PBCH with 56-bit payload (including 24-bit CRC), the following encoder input position mappings are targeted:
· SS block index bits  are mapped to indices (247, 253, 254) accordingly
· Half frame indication bit  is mapped to index 255
The corresponding info bit mapping before CRC encoding is applied:
 are mapped to the info indices (5, 0, 2, 3) accordingly.

Observation 4: The performance of low complexity sequence matching for SSB and  bits is adequate for measurement report settings. It can outperform the Polar decoding by extra one simple cross-SFN combining with still much lower computational complexity.

Observation 5: The known bits should be placed in the least reliable positions at encoder input to realize the best performance advantage.

Proposal 4: For NR PBCH with 56-bit payload (including 24-bit CRC), the following encoder input position mappings are targeted:
· 10 SFN bits are in the least reliable input bit positions excluding the positions occupied by SSB and  bits
·  In particular,  are mapped to (441, 469) according, and the remaining 8 SFN bits are mapped to {367, 375, 444, 470, 483, 415, 485, 473}
The corresponding info bit mappings before CRC encoding are enforced:
 are mapped to the info indices (24, 6) accordingly, and the remaining 8 SFN bits are mapped to {7, 10, 30, 8, 17, 18, 23, 16}.


Observation 6: Placing SFN to the least reliable bit positions excluding the front positions assigned to SSB and  bits can achieve virtually the same performance with SFN and  bits allocated to the least reliable positions.

Proposal 5: NR PBCH adopts the following encoder input bit mapping:
· SS block index bits  are mapped to indices (247, 253, 254) accordingly
· Half frame indication bit  is mapped to index 255
· SNF bits  are mapped to (441, 469) according, and the remaining 8 SFN bits are mapped to {367, 375, 444, 470, 483, 415, 485, 473}
The above bit mappings are realized by the following bit mapping before CRC encoding:
·  are mapped to the info indices (24, 6, 5, 0, 2, 3) accordingly
· The remaining 8 SFN bits are mapped to the info indices {7, 10, 30, 8, 17, 18, 23, 16}
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