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Introduction
[bookmark: OLE_LINK3]In RAN1 NR Ad Hoc #3 [1], it was agreed that [2]
Encoding for short PUCCH-based reporting:
· Short PUCCH is only used for the following cases:
- Wideband and partial-band reporting (one CSI for all the subbands in the CSI reporting band)
· The same information payload irrespective of RI/CRI in a given slot (to avoid blind decoding)
- Note: the size of information payload can be different according to the largest number of CSI-RS ports of the CSI-RS resources configured within a CSI-RS resource set
- Details to be decided in the channel coding session.  For example: 
-When PMI+CQI payload varies with RI/CRI, padding bits are added to RI/CRI/PMI/CQI prior to encoding to equalize the payload associated with different RI/CRI values
-RI/CRI/PMI/CQI, along with padding bits when necessary, is jointly encoded
Encoding for long PUCCH-based reporting
· For wideband or partial-band reporting, use the same solution as short PUCCH
-The same payload irrespective of RI/CRI
· For subband reporting
-Use solution as for PUSCH (two-part encoding): slide 4 of R1-1715288
- Note: CRI/RI can be decoded first to determine the payload of PMI/CQI
Based on the above agreements, for short and long PUCCH reporting, the CSI including CRI, RI, PTI, PMI and CQI may be jointly encoded. Considering the fact that the information length of PMI varies for different CRI/RI values, padding bits are added to equalize the payload and reduce blind detection. In this contribution, the order of the CSI fields is discussed.
Payload size of CSI
[bookmark: OLE_LINK4]The bitwidth for PMI of CodebookType=TypeI-SinglePanel is provided in Table 1 which is copied from Tables 6.3.1.1.2-1 in [3]. In the payload size calculation, the bitwidth of CQI is assumed to be 4 bits for Rank 1 to 4 and 8 bits for Rank 5 to 8, and the bitwidth for CRI and RI are 3 bits each. Then for TypeI-SinglePanel WB CSI reporting, the maximum payload size is 23 bits and the minimum payload size is 14 bits for rank 1-8 joint CSI encoding. Based on the former agreements, with (0~9)+p padding bits, the payload size of CSI joint coding can be equalize  to (23+p) bits and the blind detection can be avoided.
Table 1 PMI of CodebookType=TypeI-SinglePanel
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	Codebook
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	Codebook
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	Coebook
Mode=1
	Codebook
Mode=2

	
Rank = 1 with >2 CSI-RS ports, 
	8
	6
	N/A
	2
	4

	
Rank = 1 with >2 CSI-RS ports, 
	6
	5
	N/A
	2
	4

	
Rank=2 with 4 CSI-RS ports, 
	3
	2
	1
	1
	3

	
Rank=2 with >4 CSI-RS ports, 
	8
	6
	2
	1
	3

	
Rank=2 with >4 CSI-RS ports, 
	8
	7
	2
	1
	3

	Rank=3 or 4, with 4 CSI-RS ports
	3
	0
	1

	Rank=3 or 4, with 8 or 12 CSI-RS ports
	7
	2
	1

	Rank=3 or 4 , with >=16 CSI-RS ports
	7
	2
	1

	Rank=5 or 6
	8
	N/A
	1

	
Rank=7 or 8, 
	3
	N/A
	1

	
Rank=7 or 8, 
	7
	N/A
	1

	


Rank=7 or 8, with  or or 
	8
	N/A
	1


Order of CSI for joint coding 
As the number of padding bit depends on the value of RI, in order to figure out the number of padding bits and the length of other fields, it is necessary to place RI to the positions that they can be easily detected after the Polar decoding. Furthermore, as the content of PMI and CQI is related to the values of CRI and RI, it is beneficial to place CRI and RI to the positions that are less likely to be wrong. For this purpose, the order of CSI reporting including CRI, RI, PMI, CQI and padding bits are studied.
The simulation assumptions are given in Table 2.
Table 2 Simulation assumptions for BER performance
	[bookmark: OLE_LINK1]Channel
	AWGN

	Modulation
	QPSK

	Code construction
	CA-Polar

	Decoding Scheme
	SCL decoder with L=8

	Construction sequence
	Sequence in [4]

	Rate matching scheme
	Option 2 in [5]

	Channel interleaver
	Triangle interleaver in [6]

	CRC length
	 11 bits CRC 

	Maximum mother code size
	Nmax,UCI=1024
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Figure 1 BLER performance for Inf =23, R=2/3     Figure 2 BLER performance for Inf =23, R=1/2
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Figure 3 BLER performance for Inf =23, R=1/3     Figure 4 BLER performance for Inf =23, R=1/6
[image: ][image: ]
Figure 5 BLER performance for Inf =24, R=2/3     Figure 6 BLER performance for Inf =24, R=1/2
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Figure 7 BLER performance for Inf =24, R=1/3     Figure 8 BLER performance for Inf =24, R=1/6
As the BER of each information bit is related to its reliability and position for Polar code [7], placing CRI/RI onto different positions would have different BCER. BLER performance of placing CRI/RI onto different positions are compared in Figure 1 to 8 where red curves represent the whole information block, blue curves represent CRI/RI placed onto the front Polar indexes and black curves represent CRI/RI placed on the most reliable positions when the padded CSI length is 23 or 24 bits. The most reliable positions are given in Table 3 when the padded CSI length is 23 or 24 bits. For example, when R=2/3, the CRI/RI is placed onto the index 9, 13, 17, 31, 33, 34 of the whole information block.
Table 3 Most reliable positions 
	R
	[bookmark: OLE_LINK6]Inf=23
	Inf=24

	2/3
	9, 13, 17, 31, 33, 34
	9, 15, 16, 17, 31, 35

	1/2
	1, 3, 5, 9, 19, 34
	1, 3, 10, 20, 27, 35

	1/3
	7, 8, 10, 12, 13, 34
	7, 8, 9, 13, 14, 35

	1/6
	3, 4, 8, 9, 10, 14
	1, 2, 3, 8, 9, 14


It can be observed that placing CRI/RI onto the most reliable positions would have about 0.5 dB performance gain, while placing CRI/RI onto the first 6 positions have about 0.1 dB gain. However, the most reliable positions are different for different code rate and information block lengths. If the length of CSI for joint coding can be fixed, it then may be feasible to identify the most reliable positions for CRI/RI with all possible code rates. Alternatively, we can also place CRI/RI onto the first few positions which is the same for all code rates and also convenient to figure out the content of CRI/RI after Polar decoding.
[bookmark: OLE_LINK5][bookmark: OLE_LINK9]Observation 1：Placing CRI/RI onto the most reliable positions would have about 0.5dB performance gain, while placing CRI/RI onto the front positions have about 0.1dB gain.
Proposal 1：CRI/RI shall be placed onto the most reliable positions.
Proposal 2：Alternatively, CRI/RI shall be placed onto the first few positions.
As it is suggested in [8] , some additional parity check bits can be padded to protect the more important information such as CRI and RI, for example, we can use the same RM code as in LTE to encode the 6 bits RI and CRI into 9 or 12 bits. With the redundant information the decoded CRI/RI can be checked or corrected, then the length of padding bits can be derived and a better BLER performance of other information bits may be obtained by setting the CRI/RI/padding bits as frozen bits. From this point of view, it’s better to place the information such as CRI/RI/padding bits to the front indexes as they are likely to be less reliable and less prone to be wrong due to SC decoding.
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Figure 9 BLER performance when inf =23, R=2/3          Figure 10 BLER performance when inf =23, R=1/2
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Figure 11 BLER performance when inf =23, R=1/3          Figure 12 BLER performance when inf =23, R=1/6
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Figure 13 BLER performance when inf =24, R=2/3          Figure 14 BLER performance when inf =24, R=1/2
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Figure 15 BLER performance when inf =24, R=1/3          Figure 16 BLER performance when inf =24, R=1/6
The BLER performance of additional frozen bits are given in Figure 9 to 16 when CSI is padded into 23 or 24 bits.  It can be observed that about 1 to 2 dB gain can be obtained when assuming the CRI/RI/padding bits as frozen bits.
Observation 2：About 1~2dB gain can be obtained when assuming the CRI/RI/padding bits as frozen bits.
[bookmark: _GoBack]Proposal 3：The information such as padding bits shall be placed next to the CRI/RI.
From the above simulations, it is proposed the order of CSI reporting information is CRI→RI→padding bits→PMI→CQI.
Proposal 4：The order of CSI reporting information shall be CRI→RI→padding bits→PMI→CQI.
Conclusion
 In summary, we have the following observations and proposals.
Observation 1：Placing CRI/RI onto the most reliable positions would have about 0.5dB performance gain, while placing CRI/RI onto the front positions have about 0.1dB gain.
Observation 2：About 1~2dB gain can be obtained when assuming the CRI/RI/padding bits as frozen bits.
Proposal 1：CRI/RI shall be placed onto the most reliable positions.
Proposal 2：Alternatively, CRI/RI shall be placed onto the first few positions.
Proposal 3：The information such as padding bits shall be placed next to the CRI/RI.
Proposal 4：The order of CSI reporting information shall be CRI→RI→padding bits→PMI→CQI.
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