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1. Overview
In RAN1 #89 Hangzhou meeting [1], Polar coding is adopted for NR-PBCH with the following agreement:
	Agreement:
· Polar coding is adopted for NR-PBCH
· Using same polar code construction as for the control channel
· Nmax = 512
· Working assumption that the data, including time index if carried by NR-PBCH, is transmitted explicitly	
· Can be revisited if significant benefit is shown from partial implicit transmission of time index if allowed by the polar code design




In the following RAN1 meetings [2][3][4], there achieve more agreements on PBCH design:
	Agreements: 
· Working assumption: 3 bits of SS block index are carried by changing the DMRS sequence within each 5ms period
· It can be further considered to limit the number of bits carried in this way to 2 if carrying 3 bits is shown to cause problems
· FFS: details of  scrambling of the PBCH which may or may not carry a part of timing information
· FFS: 5 ms half radio frame interval indication
· Remaining bits of the timing information are carried explicitly in the NR-PBCH payload




	Agreements: 
· SS block time locations are indexed from 0 to L-1 in increasing order within a half radio frame according to the agreed SS burst set composition
· For the case of L = 8 or L = 64, 3 LSBs of SS block time index are indicated by 8 different PBCH-DMRS sequences {a_0,…, a_7}
· For the case of L = 4, 2 LSBs of SS block time index are indicated by 4 different PBCH-DMRS sequences {b_0,…, b_3} 
· One remaining bit out of 3 LSBs is set to 0 and not transmitted by PBCH
· {a_0,…,a_3} are same with {b_0, …, b_3} for a given cell ID
· 1st scrambling, initialization based on Cell ID and a part of SFN, is applied to PBCH payload excluding SS block index, half radio frame (if present) and the part of SFN prior to CRC attachment and encoding process
· The part of SFN is one the following, (to be  selected by NR AH3)
· 3 LSB bits of SFN
· 2nd and 3rd LSB bits of SFN


	Agreements: 
· The 1st PBCH scrambling is a Gold sequence initialized by cell ID. The 2nd and 3rd LSBs of SFN are used for determining a sequential non-overlapping portion of the sequence.
· Generate a Gold sequence of length 4M where M is the number of bits to be scrambled
· Partition the generated sequence into 4 non-overlapping portions
· The 2nd and 3rd LSBs uniquely identify indices of each of the non-overlapping portion of the sequence
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	Agreements:
· Support 2nd scrambling based on cell ID for PBCH. To conclude one of the following alterantives next meeting:
· Alt 1: initialization based on cell ID only and is identical in SS/PBCH blocks
· Alt 2: initialization based on both cell ID and 3 LSB of SS/PBCH block index



In this contribution, we will show
· The additional decoding complexity for NR measurement, if required to report the remaining SS block index bits in PBCH, can be around the same level as PDCCH monitoring. 
· Two PBCH designs for reduced complexity in decoding only the SS block index bits.



2. Decoding Complexity Issue for NR Measurement
In a cellular network, UE is required to report cells of better quality so that NodeB can maintain UE’s stable network connection. For LTE UE, measurement is done based on PSS/SSS and CRS with no need of PBCH decoding. However, NR UE can be required to include SS block index in measurement report, and PBCH decoding will be necessary if there are remaining SS block index bits carried in PBCH.
NR measurement decoding complexity can cause power issue. A typical UE data connection is usually of lower data rate with DRX mechanism applied. Measurement period commonly aligns with DRX period, particularly for the voice applications demanding very stable network connection. In Fig. 1, it shows that PBCH decoding complexity, regarding hypothesis decoding with cross-SS-block and cross-SFN soft-combining, can be around the same level as PDCCH monitoring. Also a burst set duration, 5 ms, can be much longer than the active duration in a DRX period, which implies the measurement decoding power can be even larger than PDCCH monitoring. For UE daily use, PDCCH monitoring already consume ~1/3 UE power, it is likely NR measurement decoding power may consume a certain portion of power if the remaining SS block index bits are required for measurement reports.

Observation 1: NR measurement decoding complexity and power consumption can be around the same level as PDCCH monitoring.
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Fig. 1: NR measurement decoding complexity compared with PDCCH monitoring

It should be noted that SS block index acquisition is typically required in RRM measurement phase while the other MIB information is only required when UE is camping on or handover to a cell. So it is too complicated and power consuming for UE to decode the whole PBCH just for acquisition of 3 remaining SS block index bits during the measurement phase.

Observation 2: Requiring full PBCH decoding for NR UE to acquire 3 remaining SS block index bits from PBCH is power consuming and not reasonable.

Proposal 1: NR PBCH design allows reduced decoding complexity for UE to efficiently acquire the remaining SS block index bits.


3. PBCH Coding Designs for Reduced Decoding Complexity
In this section, we will provide two possible designs, denoted by Alt 1 and Alt 2. Design Alt 1 aims to reuse PDCCH design and only adjusts some encoder input bit positions to allow decoder early termination. If lower decoding complexity is targeted, design Alt 2 can further reduce decoding hypothesis number by a factor of 1/4. For specifying the two designs, we will assume the encoder input size, K, including CRC is no larger than 64, and the total CRC bit amount is 24. Such a setting captures the trend in PBCH content discussion in RAN1 NR_AH#03 meeting, where around 40 bits of non-CRC content and 19 or 24 total CRC bits are targeted. If there is any change in the total bit amount in the subsequent RAN1 meetings, the following design principles can still apply, and the specification can be slightly adjusted. Finally, for common convention on the timing information bits, we use those as in [4]:
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Fig. 2: Notation for the timing information bits
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PBCH Coding Design Alt 1
One simple strategy to reduce decoding complexity is decoding termination as earlier as possible. Compared with the early termination design with distributed CRC, the early termination here is to terminate decoding right after the targeted data bits are reached, in contrary to rejecting false codeword candidates. In Fig. 3, there illustrates one example where only one bit is required among 5 total bits. If the target bit is placed at the first index of the selected input indices, one has the chance to save most of the decoding operations.  Therefore we have:

Proposal 2: Allocate at least the following bits in NR PBCH to the smallest data input indices in encoder input to reduce measurement decoding complexity by decoder early termination:
· 3 bits of remaining SS block index, i.e., b5, b4 and b3
· 1 bit of half frame indication, i.e., c0, if agreed to be carried by PBCH
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Fig. 3: Properly allocating the target bits to enable decoder early termination

	In addition to complexity reduction, how to make effective soft combining is also important for NR PBCH. For soft combining over multiple received codewords across different burst sets, there require elimination of the content difference before combining the codewords. Since the elimination will effectively freeze the changing SFN bits, the Polar code rate can be reduced if the SFN bits are placed at the least reliable input positrons. In Fig. 4 example, U4 is the least reliable bit, and the code rate can be reduced from 5/8 to 4/8 when U4 is frozen. To improve cross-SFN soft combining performance, the following is therefore proposed:

Proposal 3:  To exploit coding gain for cross-SFN soft combining with NR PBCH, the SFN bits, s2, s1, and s0, are allocated to the least reliable data bit positions at encoder input expect for those occupied by SS block index bits, b5, b4, b3, half frame indication, c0, and distributed CRC bits.
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Fig. 4: Properly setting SFN bit positions to attain lower code rate for cross-SFN soft-combining

To reuse the coding chain of PDCCH, the input mapping can be realized by proper assigning the info bit positions before CRC encoding. To elaborate, we provide the following specifications:

Proposal 4: For NR PBCH, if encoder input data size is 64 bits (including 24-CRC), the following encoder input position mappings are targeted:
· SS block index bits (b5, b4, b3) are mapped to indices (251, 247, 253) accordingly
· Half frame indication bit c0 is mapped to index 254
· “CellBarred” flag can be mapped to index 255
· SFN bits (s2, s1, s0) are mapped to indices (461, 351, 467) accordingly
Regarding the post-CRC interleaver in [5], the following info bit mappings are applied:
· (s2, s1, s0, c0, b5, b4, b3) are mapped to the info indices (7, 11, 14, 8, 4, 1, 6) respectively before CRC encoding
·  “CellBarred” flag can be mapped to the info index 10


Proposal 5: For NR PBCH, if encoder input data size is 56 bits (including 24-bit CRC), the following encoder input position mappings are targeted:
· SS block index bits (b5, b4, b3) are mapped to indices (247, 253, 254) accordingly
· Half frame indication bit c0 is mapped to index 255
· SFN bits (s2, s1, s0) are mapped to indices (441, 469, 367) accordingly
And the following info bit mapping before CRC encoding is applied:
· (s2, s1, s0, c0, b5, b4, b3) are mapped to the info indices (24, 6, 7, 5, 0, 2, 3) accordingly.

PBCH Coding Design Alt 2
While Alt 1 can reduce PBCH decoding complexity for measurement by allowing decoder early termination, there still require a large number of hypothesis decoding regarding the varying timing bits in PBCH. Specifically, PBCH soft combining needs to handle value changes in 2 SFN bits and 3 SS block index bits, i.e., (s2, s1) and (b5, b4, b3), and there can require a total of 32 decoding hypotheses. To further bring down the decoding complexity, it is useful to separately decode the remaining SS block index bits. A nested Polar code structure will be suggested.
Given a Polar code N, one can extract a size-N’ Polar subcode by down-sampling the Polar code with the spacing of N/N’ bits from the bottom. Fig. 5 shows an example with N = 8 and N’=2. For NR PBCH, N = 512, and we can consider a small nested Polar subcode with N’ = 64 for carrying SS block index bits, (b5, b4, b3), and optionally two SFN independent input bits. There can realize the following benefits:
· Further reduced decoding complexity with only 1/8 Polar mother code size
· 1/4 complexity when decoding SS block index with cross-SFN soft combining
· 1/8 MIB decoding complexity regarding cross-SS-block soft combining as SS block index can be separately decoded and set to be known.
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Fig. 5: Example of a nested Polar subcode for the remaining SS block index bits.

To exploit the above benefits, it is therefore proposed:

Proposal 6: If targeting further complexity reduction for both measurement and MIB decoding, a size-64 nested Polar subcode can be created to carry SS block index bits (b5, b4, b3) and optionally some SFN independent input bits.

Since the nest Polar subcode can reduce hypothesis decoding number, we can use a reduced CRC size, e.g., 19 bits, for MIB data. On the other hand, an extra small CRC can be added to the small nested Polar subcode to enable CRC aided SCL decoding and serve for integrity check. The following is suggested:

Proposal 7: Since the nested Polar subcode can reduce hypothesis decoding number, the MIB CRC size can be reduced to 19 bits. On the other hand, a small CRC, e.g., 5-bit CRC, can be added to the small nested Polar code. The overall CRC number is still confined  24 bits.



4. Performance Evaluation of PBCH Design Alt 1 and Alt 2
In this section, we will evaluate and compare the performances of PBCH designs Alt 1 and Alt 2. Alt 1 is essentially PDCCH coding design expect for some special input bit mappings at encoder input for decoder early termination. The estimated decoding complexity is ~1/8 w.r.t. full Polar decoding. For Alt 2, a nested Polar subcode is created to carry SS block index bits. Since decoding of SS block bits is independent from SFN bits, there can realize ~1/32 decoding complexity w.r.t. full Polar decoding when considering cross-SFN soft combining. On the other hand, since the input bit positions occupied by the nested Polar subcode cannot be utilized by other MIB data, there is performance impact due to the constraint. In particular, we can have:
Observation 3: PBCH designs Alt 1 and Alt 2 can provide significant complexity reduction for decoding SS block bits only as the reported neighbor cells typically have 3 dB or better SINR.

Observation 4: For PBCH design Alt 2, there is ~0.2 dB performance loss on other MIB data, which is due to the constraint in on input bit selection for creating the nested Polar subcode. 
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Fig. 6: Performance comparison among Alt 1, Alt 2 and reference Polar with full decoding

Regarding Alt 1 bit allocations to enhance the performance with a given SFN and SS block bit hypothesis, Fig. 7 compares the performance of the suggested SFN and SS block bit allocation with that of the optimal bit allocation with reduced data bits. One can observe

Observation 5: Allocating SFN bits in less reliable positions and SS block index bits in small-indexed positions, there can achieve near optimal coding gain for the hypothesis decoding when performing cross-SFN and cross-SS-block soft combining.
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Fig. 7 Coding gain with the suggested SFN and SS block bit allocation for hypothesis decoding

By the above, we finally conclude with:

Proposal 8: RAN1 adopts either PBCH design Alt 1 or Alt 2 to avoid decoding complexity issue for NR measurement.



5. Summary
In this contribution, Polar coding designs for reducing NR UE measurement decoding are investigated. In particular, we have 

Observation 1: NR measurement decoding complexity and power consumption can be around the same level as PDCCH monitoring.

Observation 2: Requiring full PBCH decoding for NR UE to acquire 3 remaining SS block index bits from PBCH is power consuming and not reasonable.

Proposal 1: NR PBCH design allows reduced decoding complexity for UE to efficiently acquire the remaining SS block index bits.
Proposal 2: Allocate at least the following bits in NR PBCH to the smallest data input indices in encoder input to reduce measurement decoding complexity by decoder early termination:
· 3 bits of remaining SS block index, i.e., b5, b4 and b3
· 1 bit of half frame indication, i.e., c0, if agreed to be carried by PBCH

Proposal 3:  To exploit coding gain for cross-SFN soft combining with NR PBCH, the SFN bits, s2, s1, and s0, are allocated to the least reliable data bit positions at encoder input expect for those occupied by SS block index bits, b5, b4, b3, half frame indication, c0, and distributed CRC bits.

Proposal 4: For NR PBCH, if encoder input data size is 64 bits (including 24-CRC), the following encoder input position mappings are targeted:
· SS block index bits (b5, b4, b3) are mapped to indices (251, 247, 253) accordingly
· Half frame indication bit c0 is mapped to index 254
· “CellBarred” flag can be mapped to index 255
· SFN bits (s2, s1, s0) are mapped to indices (461, 351, 467) accordingly
Regarding the post-CRC interleaver in [5], the following info bit mappings are applied:
· (s2, s1, s0, c0, b5, b4, b3) are mapped to the info indices (7, 11, 14, 8, 4, 1, 6) respectively before CRC encoding
·  “CellBarred” flag can be mapped to the info index 10

Proposal 5: For NR PBCH, if encoder input data size is 56 bits (including 24-bit CRC), the following encoder input position mappings are targeted:
· SS block index bits (b5, b4, b3) are mapped to indices (247, 253, 254) accordingly
· Half frame indication bit c0 is mapped to index 255
· SFN bits (s2, s1, s0) are mapped to indices (441, 469, 367) accordingly
And the following info bit mapping before CRC encoding is applied:
· (s2, s1, s0, c0, b5, b4, b3) are mapped to the info indices (24, 6, 7, 5, 0, 2, 3) accordingly.

Proposal 6: If targeting further complexity reduction for both measurement and MIB decoding, a size-64 nested Polar subcode can be created to carry SS block index bits (b5, b4, b3) and optionally some SFN independent input bits.

Proposal 7: Since the nested Polar subcode can reduce hypothesis decoding number, the MIB CRC size can be reduced to 19 bits. On the other hand, a small CRC, e.g., 5-bit CRC, can be added to the small nested Polar code. The overall CRC number is still confined  24 bits.

Observation 3: PBCH designs Alt 1 and Alt 2 can provide significant complexity reduction for decoding SS block bits only as the reported neighbor cells typically have 3 dB or better SINR.
Observation 4: For PBCH design Alt 2, there is ~0.2 dB performance loss on other MIB data, assuming that the nested Polar subcode is decoded correct and set to knowns bits. 

Observation 5: Allocating SFN bits in less reliable positions and SS block index bits in small-indexed positions, there can achieve near optimal coding gain for the hypothesis decoding when performing cross-SFN and cross-SS-block soft combining.

Proposal 8: RAN1 adopts either PBCH design Alt 1 or Alt 2 to avoid decoding complexity issue for NR measurement.
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