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In RAN1 Ad hoc #3 [1], it was agreed to use an interleaver that achieves systematic-bit priority mapping on RV0. A working assumption was also made that the interleaver is located after the whole rate matching functionality.
Agreement:
For the per-codeblock bit-interleaver for LDPC: 
· Row-column interleaver with number of rows equal to the modulation order is adopted, with row-wise write and column-wise read. 
· Note that this achieves Systematic Bit Priority Ordering for RV0
· The number of coded bits in a code block is an integer multiple of the modulation order

Working Assumption: 
· The interleaver is located after the whole rate matching functionality including repetition 
· To be confirmed at RAN1#90bis. 

In previous meetings, it was shown that reversing the order of bits in modulation symbols during retransmission of the same modulation symbol improves performance. It was agreed to further investigate this approach:
Conclusions: 
FFS until RAN1#90bis, and take decisions then: 
· Whether mapping order of bits to modulation symbols is reversed in retransmissions, subject to defining how to avoid ambiguity, e.g. by using the natural order for the first transmission of RV0, and the reverse order for retransmissions of RV0 (as indicated by NDI)
· Suggested cases when this may be beneficial:
· When Chase combining with RV0 is used?
· With HOM and repetition?
· With HOM and low code rate?
· In fading channels?

Bit-Interleaver Location
In [3], it was shown that placing the interleaver before repetition, reduces implementation complexity and simplifies memory access when de-interleaving. The memory access issue when interleaving is performed after repetition only occurs at low coding rate. In such scenarios, de-interleaving speed is not as important as for higher rate codes and the receiver can accommodate the increase in latency or implementation complexity. Therefore, we propose to confirm the working assumption from [1].
Proposal 1: Confirm the working assumption that the interleaver is located after the whole rate matching functionality including repetition.
Reverse-mapping for modulation
[bookmark: _GoBack]Reversing the order of bits in a modulation symbol during retransmission of the same RV improves performance when used with Chase combining  [3]. In this section, we study the performance of one-shot decoding of RV3 with and without bit reversal and also study the performance gains when two different, overlapping RVs are used, one reversed and the other is not. In all simulations, the interleaver agreed in [1], which achieves systematic-bit priority mapping for RV0, is used. RV0 and RV3 have significant overlap, therefore, the study focuses on these two RVs.
Effect of Reverse-mapping on Decoding RV3
The performance of RV3 with and without reverse mapping is compared in Figure 1, Figure 2, and Figure 3 using 16-QAM, 64-QAM, and 256-QAM respectively. In this case, there is only a single transmission and RV3 is decoded without any combining. It can be observed that reverse mapping incurs a performance loss at rates less than 0.5. This loss is 0.9 dB at R = 1/3 and 16-QAM. It is likely caused by systematic bits being mapped to lower reliability locations upon reversal at lower rates. At rates higher than 1/2, performance gains of 0.3 dB and 0.4 dB are observed for 64-QAM and 256-QAM respectively.
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[bookmark: _Ref495145815]Figure 1 Performance of RV3 with and without reverse mapping using 16-QAM
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[bookmark: _Ref495145821]Figure 2 Performance of RV3 with and without reverse mapping using 64-QAM
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[bookmark: _Ref495145823]Figure 3 Performance of RV3 with and without reverse mapping using 256-QAM
Observation 1: Reverse mapping of RV3 incurs a performance loss at low code rates.
Observation 2: Reverse mapping of RV3 provides performance gain at higher code rates.
Effect of Reverse Mapping when Combining RV0 and RV3
Due to overlap between RV0 and RV3, we investigate the case where RV0 and RV3 are combined. Performance results with reverse mapping applied to RV3 and without reverse mapping are shown in Figure 4, Figure 5, Figure 6 for 16-QAM, 64-QAM, and 256-QAM, respectively. The agreed interleaver is used in all cases. The figures show that reverse mapping RV3 improves performance at lower code rates, but degrades at higher code rates. 
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[bookmark: _Ref495150906]Figure 4 Performance of RV order [0, 3] after the second transmission with (RV [0, 3R]) and without (RV [0, 3]) reverse mapping applied to RV3 using 16-QAM.
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[bookmark: _Ref495150908]Figure 5 Performance of RV order [0, 3] after the second transmission with (RV [0, 3R]) and without (RV [0, 3]) reverse mapping applied to RV3 using 64-QAM.
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[bookmark: _Ref495150910]Figure 6 Performance of RV order [0, 3] after the second transmission with (RV [0, 3R]) and without (RV [0, 3]) reverse mapping applied to RV3 using 256-QAM.
Observation 3: When combining with RV0, reverse mapping of RV3 improves the performance for low code rates.
Observation 4: When combining with RV0, reverse mapping of RV3 degrades the performance for high code rates.
Based on the observed performance variation, we conclude that reverse mapping should not be statically tied to RV index.
Proposal 2: Reverse mapping should not be statically tied to RV index.
Effect of Reverse Mapping when Combining RV0 with RV0
Finally, we compare the performance of reverse mapping RV0 on the second transmission with transmitting RV2. From Figure 7, it can be observed that using RV2 on the second transmission provides better performance than using reverse-mapped RV0 at almost all code rates for 16-QAM, 64-QAM, and 256-QAM. There are cases where repetition occurs at higher code rates, for example when LBRM is applied. The effect of reverse-mapping in such cases should be further studied.
[image: ][image: ][image: ]
[bookmark: _Ref495298328]Figure 7 Performance after the second transmission when combining RV0 with reverse-mapped RV0 compared with combining RV0 and RV2
Observation 5: Using RV2 on the second transmission provides better performance than using reverse-mapped RV0.
Conclusions
Proposal 1: Confirm the working assumption that the interleaver is located after the whole rate matching functionality including repetition.
Observation 1: Reverse mapping of RV3 incurs a performance loss at low code rates.
Observation 2: Reverse mapping of RV3 provides performance gain at higher code rates.
Observation 3: When combining with RV0, reverse mapping of RV3 improves the performance for low code rates.
Observation 4: When combining with RV0, reverse mapping of RV3 degrades the performance for high code rates.
Proposal 2: Reverse mapping should not be statically tied to RV index.
Observation 5: Using RV2 on the second transmission provides better performance than using reverse-mapped RV0.
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