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Introduction
This contribution discusses several aspects of PDSCH and PUSCH resource allocation including frequency domain resource allocation, time domain resource allocation and TBS determination. This is an update of [1] taking into account the discussions in the last RAN1 AH meeting and summary captured in [2].
Frequency domain resource allocation
RBG size for resource allocation type 0
There are mainly two approaches for RBG size determination for resource allocation type 0:
· Option 1: Couple the RBG size to the number of PRBs (in frequency domain) of the bandwidth part; 
· Option 2: Semi-statically configure the RBG size
As discussed in [1], option 2 is problematic at least during RRC (re)configuration or during initial access because the RRC configuration itself is transmitted on a PDSCH which then needs to be scheduled using some default resource allocation type. Option 1 is preferred as the RBG size is known without any indication for a BWP size.

In LTE, the first RBGs are of size P with potentially one additional RBG of smaller size depending on system bandwidth. LTE UEs are all capable of transmitting/receiving within the entire system bandwidth and the RBG partitioning is the same for all the UEs on the same carrier. In NR, different UEs may have different BWPs. It is important to have compatible RBGs between overlapped BWPs. The agreed RBG sizes are powers of 2, which facilitates efficient resource multiplexing. However, there may still be misalignment between RBGs if the RBG partitioning follows the LTE partitioning mechanism. An example is shown in Figure 1, where the SCS is 60kHz, the maximum number of RBs is 264 for 200MHz and 132 for 100MHz as per RAN4’s agreement [3]. Three UEs are supported where it is assumed that UE1 is capable of 200MHz TX/RX, while UE2 and UE3 are only capable of 100MHz TX/RX and a common RBG size of 16 is selected.


[bookmark: _Ref494370484]Figure 1: RBG partitioning with LTE scheme
It can be seen that the RBGs between UE1 and UE3 are not aligned. This may lead to waste of resources as some parts of the BW for UE3 cannot be scheduled if a partially overlapping RBG is scheduled for UE1. A potential solution to align the RBGs can be that the starting PRB index of a BWP is restricted to be multiple of RBG size as shown in Figure 2. Note that the number of RBs within the BWP of UE2 and UE3 cannot exceed 132.


[bookmark: _Ref494370499]Figure 2: RBG partitioning with restricted starting positions of a BWP
In Figure 2(a), UE3’s BWP starts 12 PRBs after the end of UE2’s BWP to align with RBGs of UE1. In Figure 2(b), UE3’s BWP starts right after the end of UE2’s BWP. The size of UE2’s BWP is reduced from 132 to 128 PRBs to make UE3’s RBGs align with UE1 resulting in 4 orphan PRBs. In Figure 2(c), the sizes of UE2 and UE3’s BWPs are maximized with 4 overlapping PRBs. There are still 4 orphan PRBs left at the end.
It is observed from Figure 2 that there are scheduling restrictions that PRBs shown in grey can only be scheduled to UE 1 but cannot be scheduled to UE2 or UE3 which may potentially reduce the resource utilization efficiency.
In order to have compatible RBGs and maximum scheduling flexibility for RBG-based resource allocation, it is proposed to support configurable size for the first RBG within the BWP as shown in Figure 3. For other RBGs, the same RBG partitioning scheme as in LTE is reused. For example as shown in Figure 3, the size of RBG0 of UE3 is configured to be 12, which is smaller than implicitly determined RBG size of 16 in order to align with RBGs of UE1.


[bookmark: _Ref494370719]Figure 3: RBG partitioning with configurable size of RBG0
Proposal 1: The default RBG size for scheduling a UE in a BWP is determined by the bandwidth of the BWP. A UE may be semi-statically configured by RRC signaling with a different RBG size for the first RBG within the BWP.
Another remaining issue is whether slot based and non-slot based scheduling can use different RBG sizes. The motivation is to reduce the DCI overhead by using a larger RBG size for non-slot based scheduling at the cost of less scheduling flexibility. The overhead reduction increases along with the increase of BWP size. For example, assume RBG size is increased from 8 to 16, the bit width reduces from 14 to 7 for a BWP of 10 MHz and 15 kHz SCS with maximum 106 PRBs, while for a BWP of 40 MHz and 15 kHz SCS with maximum 216 PRBs, the bit width reduces from 27 to 14 [3]. However, for large BWP size, maximum RBG size is expected to be adopted to keep a reasonable overhead. Therefore, the benefit is limited. In addition, if a different RBG size is used for non-slot based scheduling, a different DCI format and/or CORESET configuration from slot-based scheduling is required which is not clear if it is necessary for now. Therefore, it is proposed that slot based and non-slot based scheduling use the same RBG size.
Proposal 2: Slot based and non-slot based scheduling use the same RBG size.
Reference BWP for frequency domain RA
The number of required bits for frequency resource allocation is related to the BWP for both RBG-based and RIV-based resource allocation schemes. For multiple configured BWPs with different bandwidths, the DCI payload size for scheduling each BWP may be different. Furthermore, it was agreed that NR supports the case that a single scheduling DCI can switch the UE’s active BWP from one to another (of the same link direction) within a given serving cell, i.e. the BWP of PDSCH/PUSCH can be dynamically indicated by scheduling DCI. Since a UE does not know which BWP the PDSCH/PUSCH is assigned to before successfully decoding the DCI, the number of bits for frequency resource allocation cannot be dynamically determined by BWP of data channel unless the UE performs multiple blind decodes for the different payload sizes corresponding to each configured BWP. One potential solution is that the bit width of the frequency resource allocation field is fixed to the maximum size among all the configured BWPs. However, it is obvious that this solution introduces additional overhead when the active BWP is not the one which requires the maximum size. An alternative solution is that the bit width of the frequency resource allocation field is determined by the the active BWP. If a PDCCH schedules DL data on a smaller BWP, the MSBs can be reserved. Conversely, if a PDCCH schedules DL data on a larger BWP, the RA field is assumed to be the LSBs of the actual RA field for the target BWP. This imposes a scheduling restriction as only a portion of the BWP can be scheduled. However, this is only a slight restriction as this first scheduling DCI doubles as an activation command and subsequent scheduling on the target BWP is unrestricted.
Proposal 3: The number of bits for frequency domain resource allocation field is determined as follows
· If the target BWP requires less bits than the currently active BWP, the MSBs of the RA field in excess of the required RA bit width are reserved
· If the target BWP requires more bits than the currently active BWP, the RA field forms the LSBs of the required RA bit width.
Time domain resource allocation
Signaling of time-domain allocation
As discussed in [1], it is proposed that DCI provides a pointer to an entry in a semi-statically configured set of starting symbol and ending symbol (or duration) to reduce DCI overhead. For example, 2 bits in DCI can be used to indicate one of the four combinations of starting and ending symbol (or duration). The set can be semi-statically configured on a per UE basis considering the possible slot format, CORESET monitoring periodicity and/or mini-slot lengths etc.
Proposal 4: Scheduling DCI indicates a pointer to an entry in a semi-statically configured set of combinations of starting symbol and ending symbol. 
For non-slot based transmission, it is preferred that the starting symbol is with respect to the start of PDCCH rather than the start of slot boundary as the latter approach would duplicate the combinations of starting and ending symbol leading to increased DCI overhead.
Proposal 5: For mini-slot scheduling, starting symbol is with respect to the start of PDCCH and ending symbol is with respect to the starting symbol.
For slot information, similar to symbol-level resource allocation, it is proposed that scheduling DCI indicates a pointer to an entry in a semi-statically configured set. Each entry in the set indicates a starting slot with respect to the slot containing PDCCH.
Proposal 6: Scheduling DCI indicates a pointer to an entry in a semi-statically configured set of slot info.
Multi-slot scheduling
For multi-slot scheduling, in addition to slot aggregation, it is proposed to support aggregation of slot and mini-slot as well which can be at least used for unlicensed band operation for efficient resource utilization. Furthermore, it is proposed that UE is configured or indicated whether the starting symbol and ending symbol are applied to all the allocated slots or the starting symbol is applied to the first slot while ending symbol is applied to the ending slot.
Proposal 7: UE is configured or indicated whether the starting symbol and ending symbol are applied to all the allocated slots or the starting symbol is applied to the first slot while ending symbol is applied to the ending slot.
For multi-slot scheduling, it is proposed that scheduling DCI indicates contiguous slot only considering DCI overhead. If prior information on the UL-DL resource partition has been received by the UE either by higher layer signaling or SFI transmitted in the group common PDCCH, the UE transmits or receives data according to the valid DL or UL slots as indicated by the UL-DL resource partition. Otherwise, if prior information has not been received, the UE assumes that the multiple slots are contiguous in time
Proposal 8: Scheduling DCI field allocates contiguous slots for multi-slot scheduling.
UL grant for RACH Msg 3
RAN2 asked RAN1 about the size of UL grant field in the LS of [4]. In this section we discuss the UL grant for RACH Msg3. As NR resource allocation is still under discussion, it is premature to give the exact number of bits of UL grant field for now. In LTE, UL grant for RACH Msg3 follows the same scheduling method of other UL transmissions with scheduling restrictions to reduce the number of bits. The same principle can be applied for NR. We analyze the potential fields in UL grant for RACH Msg3 in NR according to LTE design as follows.
	Parameter
	LTE field size
	NR field size
	Remarks

	Hopping flag
	1
	1
	In LTE hopping provides frequency diversity for Msg3 transmission using DFT-s-OFDM and same can be done in NR. Here we will assume that the PUSCH transmission is over a slot since at least for CBRA the network does not know the UE state and cannot assume that fewer PUSCH symbols would be adequate.
If the network configures CP-OFDM for Msg3 transmission, frequency diversity can be obtained with RBG-based resource allocation. But this would increase the number of bits for RB assignment compared to contiguous RA. So it may be better to assume contiguous RA for both DFT-s-OFDM and CP-OFDM. Then, to get frequency diversity for CP-OFDM either the same hopping pattern as for DFT-s-OFDM can be utilized, or distributed VRBs can be configured. Specifically, if RMSI indicates that RA Msg3 is CP-OFDM and distributed VRB is used, a 1-bit flag indicates whether localized or distributed VRBs are used similarly to LTE DL RA Type 2.

	RB assignment
	10
	[10]
	In LTE using DFT-s-OFDM and contiguous RB allocation, a restriction was placed on the number of RBs that could be transmitted, hence the limitation of 10 bits. For NR the same kind of restriction could also be placed to minimize the field size. Since the minimum BWs in NR are 5/10 MHz for below 6GHz and 50/100 for above 6GHz, this field size should still be okay and works for both DFT-s-OFDM and CP-OFDM.  

	Truncated MCS
	4
	[4]
	Seems reasonable to also restrict the MCS as in LTE

	TPC command
	3
	[3]
	Seems reasonable to reuse in NR.

	Timing 
	1
	[2]
	In LTE this field was called UL delay and was used to either transmit the PUSCH in the first available UL subframe at least 6 subframes after the RAR or delay to the next available UL subframe. This is an example of limited timing flexibility, which can be further enhanced in NR.
For NR and semi-static UL-DL resource partition (TDD and FDD), the same approach as LTE could be followed.
For dynamic TDD, the UL grant should explicitly indicate the slot for the Msg3 PUSCH. In addition the actual PUSCH duration within a slot can also be indicated, which would further increase this bit field, although some restrictions on the duration can help reduce the total field size. Thus, at least 2 bits may be required in NR.

	CSI request
	1
	[1]
	In LTE, 1 bit CSI request indicates whether A-CQI, PMI and RI report is included in RACH Msg 3 in non-contention based random access procedure. A similar approach can be followed for NR.



Proposal 9: the UL grant for RA Msg3 would contain similar parameters as in LTE but possibly with different bit field sizes.
TBS determination
It was agreed as a design principle to adopt a formula-based approach for TBS determination. Many companies share the view that a temporary TB size can be calculated according to the general formula,  and then quantized to derive the final TB size, where  is the number of REs assumed for TBS determination, and  are respectively the number of layers, modulation size and target coding rate [2]. We discuss the two main remaining issues including definition of  and quantization method in this section.
Number of REs for TBS calculation
According to summary captured in [2], there are two options to derive :
· Option 1: the actual number of REs for data transmission
· Option 2: a reference number of REs
Option 1 matches the actual coding rate with the target coding rate as much as possible while Option 2 may cause large differences between actual coding rate and target coding rate as analyzed in Appendix. In addition, Option 2 somewhat weakens the motivation to use formula-based approach for NR TBS determination as it more resembles the table based approach since reference values are used similarly to LTE. It was mentioned that Option 2 avoids error cases where a PDCCH scheduling an initial transmission is missed by the UE and e.g. a DTX-to- NACK error occurs at the gNB. Note that the probability of such an event is ~10-4. In this error case, even with Option 2, there may still be a problem for example for CBG-based operation since resource allocation for retransmission only targets some CBGs. Another mentioned issue with Option 1 is that the actual number of transmitted signals such as TR, PT-RS and CSI-RS may not be known the UE (if not configured for the UE). Again this also affects Option 2 as the gap between target and actual coding rate is likely to be much larger compared to Option 1. Therefore, Option 1 can be the baseline for TBS determination.
Proposal 10: For TBS calculation,  is the actual number of REs for data transmission.
TBS quantization
In [1], our TBS quantization method is proposed. The idea is to quantize the CB size including CB-CRC (if any) to a value in a predefined set. Note that depending on the values in the set, the quantization formulas can be reformulated.
For example, assuming the values in the set are the information block sizes assumed in LDPC evaluation campaigns shown in Table 1, the temporary TBS is quantized as below.
[bookmark: _Ref494357578]Table 1: Information block sizes in LDPC evaluation campaigns
	
	40<=K<=512
	528<=K<=1024
	1056<=K<=2048
	2112<=K<=6144
	6272<=K<=8448

	Step size
	8
	16
	32
	64
	128


If  (maximum CBS),
	
Else,

where 


Furthermore, if the step size is fixed to 8, the formula can be simplified to:

In addition, a couple of quantization methods were proposed in the last meeting [5]-[10]. The proposals share some commonalities while differ in terms of quantization object, quantization step size and coding rate definition as summarized in Table 2 according to our understanding.
[bookmark: _Ref494357595]Table 2: Summary of TBS quantization methods
	Proposal
	Quantization object
	Quantization step size
	TB-CRC included in temporary TBS?

	CATT
	CBS with CB-CRC (if any)
	Multiple of 8 and non-linear (increase along with CBS)
	Yes

	Proposal in [5]
	TBS w/o TB-CRC
	8*C
	No

	Proposal in [6]
	CBS with CB-CRC
	8
	No

	Proposal in [7]
	TBS with TB-CRC
	LCM(8,C)
	Yes

	Proposal in [8]
	TBS w/o TB-CRC
	Multiple of 8, can be a function of 
	No

	Proposal in [9]
	TBS w/o TB-CRC (for C=1); 
TBS with TB-CRC (for C>1)
	LCM(8,C)
	No

	Proposal in [10]
	TBS w/o TB-CRC
	step size can be constant (example set to 8) or adjustable scaling with the TBS
	Yes


The proposed quantization objects include TBS with TB-CRC, TBS without TB-CRC and CBS with CB-CRC. If quantization object is TBS, in order to have an integer number of CBS which is , TB-CRC should be included and quantization step size should be multiple of number of code blocks.
Then there are following options of quantization object and step size.
· Option 1: Quantization object: TBS+TB-CRC
· Option 1-1: step size is 8*C
· Option 1-2: step size is LCM(8,C)
· Option 1-3: step size is a function of TBS
· Option 2: Quantization object: CBS+CB-CRC
· Option 2-1: step size is fixed to 8
· Option 2-2: step size is a function of CBS
Option 1-1 and option 2-1 are equivalent. Option 1-2 may provide CBS granularity smaller than 8. However, such finer granularity is not needed. Option 1-3 and option 2-2 can achieve non-linear granularity, for example, a larger granularity for a larger TBS/CBS, same as the principle in LTE and assumptions in NR channel coding evaluations. Between option 1-3 and option 2-2, option 2-2 is preferred as it is easier to align with the assumptions in NR channel coding evaluations. 
Based on the above analysis, we have the following proposals.
Proposal 11: The TBS quantization object is CBS with CB-CRC.
Proposal 12: The quantization step size is non-linear with larger step size for larger CBS.
Conclusion
This contribution discussed remaining issues of frequency domain resource allocation, time domain resource allocation and TBS determination with the following proposals.
Frequency domain resource allocation:
Proposal 1: The default RBG size for scheduling a UE in a BWP is determined by the bandwidth of the BWP. A UE may be semi-statically configured by RRC signaling with a different RBG size for the first RBG within the BWP.
Proposal 2: Slot based and non-slot based scheduling use the same RBG size.
Proposal 3: The number of bits for frequency domain resource allocation field is determined as follows
· If the target BWP requires less bits than the currently active BWP, the MSBs of the RA field in excess of the required RA bit width are reserved
· If the target BWP requires more bits than the currently active BWP, the RA field forms the LSBs of the required RA bit width.
Time domain resource allocation:
Proposal 4: Scheduling DCI indicates a pointer to an entry in a semi-statically configured set of combinations of starting symbol and ending symbol. 
Proposal 5: For mini-slot scheduling, starting symbol is with respect to the start of PDCCH and ending symbol is with respect to the starting symbol.
Proposal 6: Scheduling DCI indicates a pointer to an entry in a semi-statically configured set of slot info.
Proposal 7: UE is configured or indicated whether the starting symbol and ending symbol are applied to all the allocated slots or the starting symbol is applied to the first slot while ending symbol is applied to the ending slot.
Proposal 8: Scheduling DCI field allocates contiguous slots for multi-slot scheduling.
UL grant for RACH Msg 3:
Proposal 9: the UL grant for RA Msg3 would contain similar parameters as in LTE but possibly with different bit field sizes.
TBS determination:
Proposal 10: For TBS calculation,  is the actual number of REs for data transmission.
Proposal 11: The TBS quantization object is CBS with CB-CRC.
Proposal 12: The quantization step size is non-linear with larger step size for larger CBS.
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Appendix
We calculate temporary TBS based on actual number of REs and reference number of REs per RB with assumptions on the RS configuration shown in the table. For case of actual number of REs, all the REs for RSs are excluded for TBS calculation while for reference number of REs, only DMRS REs are excluded. The modulation order and coding rate follow the proposals in [11].
Table 3: Example configurations
	Test case
	NRB
	NPDCCH (symbols)
	NDMRS/RB
	NCSI-RS/RB
	NTRS/RB
	NRE-actual/RB
	NRE-ref/RB

	Configuration 1
	100
	2
	12
	16
	0
	116
	132

	Configuration 2
	100
	2
	24
	32
	0
	88
	120

	Configuration 3
	50
	2
	12
	16
	6
	110
	132

	Configuration 4
	50
	2
	24
	32
	6
	82
	120



Table 4: Example of temporary TB sizes
	MCS index
	Modulation order
	Coding rate
R ×2×1024
	Configuration 1
	Configuration 2
	Configuration 3
	Configuration 4

	
	
	
	NRE-actual
	NRE-ref
	NRE-actual
	NRE-ref
	NRE-actual
	NRE-ref
	NRE-actual
	NRE-ref

	0
	2
	240
	2720
	3096
	2064
	2816
	1296
	1552
	968
	1408

	1
	2
	386
	4376
	4976
	3320
	4528
	2080
	2488
	1552
	2264

	2
	2
	616
	6984
	7944
	5296
	7224
	3312
	3976
	2472
	3616

	3
	2
	898
	10176
	11576
	7720
	10528
	4824
	5792
	3600
	5264

	4
	2
	1204
	13640
	15528
	10352
	14112
	6472
	7768
	4824
	7056

	5
	4
	756
	17136
	19496
	13000
	17720
	8128
	9752
	6056
	8864

	6
	4
	868
	19672
	22384
	14920
	20344
	9328
	11192
	6952
	10176

	7
	4
	980
	22208
	25272
	16848
	22976
	10528
	12640
	7848
	11488

	8
	4
	1106
	25064
	28520
	19016
	25928
	11888
	14264
	8864
	12968

	9
	4
	1232
	27920
	31768
	21176
	28880
	13240
	15888
	9872
	14440

	10
	4
	1316
	29816
	33936
	22624
	30848
	14144
	16968
	10544
	15424

	11
	6
	932
	31680
	36048
	24032
	32768
	15024
	18024
	11200
	16384

	12
	6
	1034
	35144
	39992
	26664
	36352
	16664
	20000
	12424
	18176

	13
	6
	1134
	38544
	43856
	29240
	39872
	18280
	21928
	13624
	19936

	14
	6
	1232
	41872
	47648
	31768
	43320
	19856
	23824
	14800
	21664

	15
	6
	1332
	45272
	51512
	34344
	46832
	21464
	25760
	16000
	23416

	16
	6
	1438
	48872
	55616
	37080
	50560
	23176
	27808
	17280
	25280

	17
	6
	1544
	52472
	59712
	39808
	54288
	24880
	29856
	18552
	27144

	18
	6
	1644
	55872
	63584
	42392
	57800
	26496
	31792
	19752
	28904

	19
	6
	1746
	59344
	67528
	45016
	61384
	28136
	33768
	20976
	30696

	20
	8
	1365
	61856
	70384
	46928
	63992
	29328
	35192
	21864
	32000

	21
	8
	1422
	64440
	73328
	48888
	66664
	30552
	36664
	22776
	33336

	22
	8
	1508
	68336
	77760
	51840
	70688
	32400
	38880
	24152
	35344

	23
	8
	1594
	72232
	82192
	54800
	74720
	34248
	41096
	25536
	37360

	24
	8
	1682
	76216
	86736
	57824
	78848
	36144
	43368
	26944
	39424

	25
	8
	1770
	80208
	91272
	60848
	82976
	38032
	45640
	28352
	41488

	26
	8
	1833
	83064
	94520
	63016
	85928
	39384
	47264
	29360
	42968

	27
	8
	1896
	85920
	97768
	65176
	88880
	40736
	48888
	30368
	44440
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