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1. Introduction

In this contribution, the DL/UL frequency/time resource allocation aspects and TBS design consideration are discussed. This contribution is a revision of R1-1716004 [1].
2. Frequency Resource Allocation Aspects
At RAN1#NR3 meeting, there were some offline discussions regarding to frequency resource allocation but no further agreements made due to limited time. Some offline proposals in [2] are considered as the starting point for further discussion.

RA Type 0 – RBG based RA

	Proposals for determination of RBG size for resource allocation type 0.

· Option 1: Couple the RBG size to the number of PRBs (in frequency domain) of the bandwidth part or, 

· No signaling is required to derive the RBG size from the bandwidth part 

· Option 2: Semi-statically configure the RBG size

· semi-static configuration can depend on the number of PRBs (in frequency domain) in the bandwidth parts 

· FFS whether slot based and non-slot based scheduling can use different RBG sizes

· If different sizes are used, RBG size can be coupled to DCI format and/or CORESET configuration


The RBG size determination basically needs to consider the tradeoff of scheduling granularity and signalling overhead. Given a configured BWP and associated numerology, the number of RBs can be determined, and the RBG size can be determined by the number of RBs in the configured BW part based on a pre-defined mapping table. With the current agreed set of RBG size including 2, 4, 8, and 16, the number of signalling bits considering a RB number of 275 RBs with 3300 used subcarriers, 18 bits can be used to indicate the resource allocations with RBG size of 16. 

For slot based scheduling, the BWP dependent RBG size determination can be the baseline, i.e., coupling the RBG size to the number of PRBs of the BWP in Option 1. However, when considering non-slot based scheduling, it is also beneficial to further scale or adapt the RBG size based on the potential data transmission duration. For example, for non-slot based scheduling, such as 2 or 4 symbols, the small RBG size such as 2 is not reasonable because the number of available REs is very limited. Therefore, it is beneficial to consider different RBG size depending on whether it is for slot based scheduling or non-slot based scheduling. Therefore, there can a RBG size which is determined by the BWP size for slot based scheduling and non-slot base scheduling respectively. The configuration of slot based scheduling and non-slot based scheduling is discussed in our companion document [2].
To allow more flexibility of adjusting the scheduling granularity, the RBG size can be configured by gNB, i.e., Option 2. However, if the scheduling granularity can be adapted depending on slot based scheduling and non-slot base scheduling, the necessity of configurable RBG size needs to be further investigated.

Proposal 1: In RA Type 0, the RBG size determined by the number of PRBs in the BWP for slot based scheduling and non-slot based scheduling respectively. Slot based and non-slot based scheduling can use different RBG sizes.
RA Type 1 – RIV based RA

The RA Type 1 does not support arbitrary RB allocations but only frequency contiguous allocations, and the number of required signaling bits is generally less compared to RA Type 0. This can be used for robust broadcast transmission or a ‘fallback’ DCI. In a more compact manner, the scheduling granularity can be increased to more than one RB (e.g., like LTE DCI format 1C) to further reduce the signaling overhead. In addition, this can be considered for URLLC case which in general not only requires compact DCI with limited signaling overhead but also reliable control and data transmissions. Similarly, it is expected that URLLC may only occupy a small number of symbols due to the latency requirement, e.g., 1 or 2 symbols, the scheduling granularity in the frequency domain can be further increased, which not only keeps a reasonable scheduling unit size but also reduces the signaling overhead. The granularity of 2 RBs, 4 RBs, 8 RBs (power of 2) can be considered, which gives 2 bits difference in terms of required signalling bits, and provides good tradeoff between scheduling granularity and signalling overhead. 

Proposal 2: Support the coarse granularity (more than 1 RB) in RA Type1. The granularity of power of 2 RBs is preferred. 
For small RB allocations which do not inherently benefit from frequency diversity, frequency hopping is beneficial to exploit frequency diversity. Considering the DMRS overhead, it was agreed that intra-slot frequency hopping is at least support for 14 symbol slot case. For the frequency hopping pattern in the frequency domain, the sub-band based frequency hopping or pre-define hopping pattern can be considered. In addition, it is necessary to consider how to decide the hopping symbol position. A simple way is to hop in the middle of a slot, which is common to all UEs and make ease of resource allocation and scheduling. However, the PUSCH transmission in NR may not occupy the full slot and the transmission location can be flexible. Assuming the same DMRS pattern in two hopped resource parts, the hopping in the middle position could be a better way to achieve balance of frequency diversity and channel estimation accuracy. Therefore, it may be beneficial that the hopping position is in the middle of the actual time resource allocation. 
Proposal 3: For intra-slot frequency hopping, consider the following options to determine the hopping position in the time domain:

· Opt. 1: Pre-defined symbol position in the slot
· Opt. 2: Symbol position determined by the number of allocated data symbols in the slot

· Opt.3: Symbol position determined based on gNB configuration
VRB assignment for RA Type 1

For RA Type 1, two types of VRB assignments called localized VRB assignment and distributed VRB assignment, respectively were specified in LTE by using 1 bit flag in DCI. VRB is directly mapped to PRB in localized mapping, while VRB is mapped with interleaving to PRB in distributed mapping. The distributed VRB assignment was introduced to provide frequency diversity for the traffic which is with small packet size such as voice so that data cannot be distributed in frequency domain if large RBG size is configured. Also, it can be used when a scheduler cannot acquire accurate channel state information due to a high mobility UE. For the same reason, it is needed to consider that distributed VRB allocation is adopted in NR. To apply it to NR, some aspects should be taken into account since BWP concept is newly introduced in NR. If common interleaving is used over wide CC like LTE, UE which is activated by small BWP may not receive some PRBs located outside the BWP due to the interleaving as shown in Figure 1. Therefore, interleaving for distributed VRB-to-PRB mapping should be confined within the active BWP. In other words, in NR, BWP-specific interleaving should be designed where BWP size/numerology, RBG size, etc. are considered.
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Figure 1. Common VRB-to-PRB interleaving issue considering BWP

Proposal 4: NR supports both localized and distributed VRB allocation for RA Type 1 like LTE. 

· For distributed VRB allocation, interleaving for VRB-to-PRB mapping should be confined within the active BWP.
· Study BWP-specific interleaving design considering BWP size/numerology, RBG size, etc. 

3. Time Resource Allocation Aspects
Currently, it was agreed that data channel can have variable duration from 1 symbol to multiple slots and start at any symbol, and the timing between PDCCH and PDSCH/PUSCH transmission can be dynamically indicated. Several options for the signaling of time-domain resource was discussed in RAN1 90 meeting as listed below. In this section, how to down select these options is discussed. 

	Agreements:
· NR supports some combinations of following:

· For the purpose of designing time-domain resource allocation scheme from UE perspective, assuming no prior information of DL/UL assignment, scheduling DCI informs the UE of the time-domain information of the scheduled PDSCH or PUSCH

· Following is informed to the UE:

· One-slot case:

· Starting symbol and ending symbol in the slot.

· Which slot it applies to

· Multi-slot case:

· Opt.1: Starting symbol and ending symbol of each slot of the aggregated slots, and the starting slot and ending slot where it is applied to

· Opt.2: Starting symbol and ending symbol of a slot, and the starting slot and ending slot where it is applied to

· The starting symbol and ending symbol are applied to all the aggregated slots

· Opt.3: Starting symbol, starting slot, and the ending symbol and ending slot

· Non-slot (i.e., mini-slot) case:

· Starting symbol and ending symbol

· FFS: starting symbol is:

· Opt.1: Starting symbol of a slot

· UE is also informed of which slot it applies to

· Opt.2: Symbol number from the start of the PDCCH where scheduling PDCCH is included

· FFS: ending symbol is:

· Opt.1: Ending symbol of a slot

· UE is also informed of which slot it applies to

· Opt.2: Symbol number from the starting symbol

· Scheduling DCI with and without time domain field is supported

· Note: the starting symbol is the earliest symbol of the PDSCH or PUSCH including DMRS symbol in the case of PUSCH in a slot, FFS: PDSCH

· Note: the ending symbol is the latest symbol of the PDSCH or PUSCH in a slot

· FFS: signaling aspects, e.g., implicit, explicit, table, etc.

· FFS: which are valid combinations

· FFS: handling of semi-static UL/DL and SFI assignment


In last meeting, the UL/DL time-domain resource allocation for single-slot, multi-slot and mini-slot based scheduling were discussed. For all these scenarios, the time-domain resource can be divided into slot-level (in which slot(s) PUSCH/PDSCH is transmitted) and symbol-level resource (starting and ending symbol within the slot). 
Slot-level time resource 

RAN1 agreed that timing between DL assignment/UL grant and corresponding PDSCH/PUSCH is indicated by a field in the DCI from a set of values, which is configured by higher layer. The starting slot of PDSCH/PUSCH can be directly derived from the indicated scheduling timing. For multi-slot scheduling, the ending slot should also be indicated, i.e., the duration with the granularity of slot. Similar to multi-subframe scheduling in eLAA, the maximum number of aggregated slots Nmax can be semi-statically configured while the number of scheduled slot N can be dynamically informed by DCI. The value of Nmax is a trade-off between signalling overhead reduction and scheduling flexibility. 

One open issue of scheduling timing is the timing ambiguity for PDCCH and PDSCH/PUSCH with different numerologies, e.g., CA with different numerologies on different CCs. The reference slot and numerology should be defined. A UE can interpret the slot-level timing relations indicated in the DCI relative to the numerology of PDSCH/PUSCH. That is, with reference to slots for PDSCH/PUSCH transmissions, if the UE detects a PDCCH of which the last symbol is within slot n, the UE shall assume the scheduled PDSCH/PUSCH is within slot n+k (K0 for DL, and K2 for UL), where k is a number of slots and is indicated by the scheduling timing field in the DCI format. 

In addition, it is beneficial to separately configure the sets of scheduling timing values for DL and UL scheduling, and also for different numerologies. Because the proper scheduling timing can be different for DL and UL, e.g., there is processing latency for UL while not the case for DL. The processing time also depends on the numerology associated with a particular service type. Furthermore, it is related to PDCCH monitoring occasion as well as PDSCH/PUSCH duration, e.g., only a few symbols or over multiple slots. 

Proposal 5: Consider the following methods for slot-level time-domain resource indication:

· For one-slot and mini-slot scheduling, the slot-level time resource is derived by scheduling timing. 

· For multi-slot scheduling, the slot level time resource is derived by scheduling timing as well as the slot-level duration. 

· The scheduling time is determined,

· With reference to slots for PDSCH/PUSCH transmissions. If the UE detects a PDCCH of which the last symbol is within slot n, the UE shall assume the scheduled PDSCH/PUSCH is within slot n+k (K0 for DL, and K2 for UL), where k is a number of slots and is indicated by the scheduling timing field in the DCI format. 

· Sets of DL/UL scheduling timing values are separately configured by higher-layer signaling for different numerologies.
There are some scenarios UE does not certainly know the scheduling timing expected by eNB, e.g., before RRC connection establishment or RRC configuration/reconfiguration period. 

Before RRC connection establishment, when UE tries to receive the SIB, the timing between DL assignment and DL data transmission should be the default value. Same as LTE, default value can be fixed as 0. 

During the random access procedure, for Msg 2 and Msg 4 reception at UE side, the default value could be fixed as 0 or a set of values broadcasted by the SIB which is acquired before random access. The transmission timing for Msg 3 also needs to be determined. In LTE, the timing relation is fixed as first available UL sub-frame at least in 6 sub-frames after the detection of RAR. In addition, there is one-bit parameter named UL delay in UL grant to balance the resource. In NR, due to the introduction of beamforming, the transmission timing for Msg 3 should be flexible, as gNB will have the specific preferred/selected UL Rx beam for each UE in different UL slots. One simple solution is that, one reference timing is broadcasted by SIB, and extending the UL delay field in RAR to indicate UE-specific offset. For example, extending the UL delay field into 3 bits, then the gNB could indicates 8 different slots. 

After RRC connection establishment, there is still some scenario in which UE may not be certain about DL/UL scheduling timing configured by RRC signaling, e.g., during the RRC configuration/reconfiguration period, there can be a gNB-UE misunderstanding of UE-specific scheduling timing when the UE fails to receive or has not yet applied the higher layer signaling. In this case, default timing can be used with fallback DCI format, while the RRC-configured timing is used with UE-specific DCI. For example, the DCI in group common search space can be used as fallback DCI, similar to LTE DCI 1A/0 for all TMs. The default timing could be either fixed as 0 for DL and 4 for UL or a set of values provided by SIB. It is noted the default value or SIB configured values for UL should take the most conservative UE processing time into account. 

Proposal 6: When the configured scheduling timings are unknown to UE,   
· DL scheduling timing is fixed as 0 for SIB. 

· DL scheduling timing for Msg 2 and Msg 4 during the random access procedure can be fixed as 0 or provided by SIB, UL scheduling timing for Msg 3 can be indicated by the combination of the common reference timing provided by SIB and UE-specific offset by UL delay field in RAR.

· For other case, DL/UL scheduling timing could be either fixed as 0 (DL)/4 (UL) or delivered by SIB.
Symbol-level time resource 

Symbol-level resource indication consists of starting and ending symbol (or duration, i.e. symbol number from the starting symbol) within the slot. 
For starting symbol indication, the signaling payload is reduced if the starting symbol is indicated in the form of symbol number from the start of the PDCCH where scheduling PDCCH is included, when the PDSCH/PUSCH starting symbol is within the same slot with PDCCH, e.g., for self-contained scheduling, or multiple PDCCH occasions in one slot for mini-slot scheduling. On the other hand, for cross-slot scheduling, slot-level timing indication + starting symbol of a slot is more efficient. A common signaling design for UEs supporting self-contained structure and other category UEs is desirable, thus, separate indication of slot-level (by scheduling timing indication as discussed above) and symbol-level starting position with the indication of starting symbol of a slot is preferred. Self-contained scheduling can be realized by setting slot-level timing as zero. 
Regarding the symbol-level ending position, there is no different in signaling payload for indicating the ending symbol index within a slot and symbol-level duration in the form of symbol number from the starting symbol, if the maximum duration of PDSCH/PUSCH per slot is the same with the number of symbols per slot and the starting/ending symbol is located in the same slot. However, for mini-slot scheduling wherein the mini-slot may be across the slot boundary, the indication of ending symbol index within a slot requires additional signaling for the slot containing the ending symbol. Therefore, symbol-level duration in the form of symbol number from the starting symbol is more advantageous. For multi-slot scheduling, symbol-level duration is also applicable. Option1 is to indicate symbol-level duration for each aggregated slot separately, which provides full flexibility at the cost of increased signalling payload. Option 2 is to indicate common symbol-level duration for all aggregated slot. To keep a proper size of DCI, option 2 is preferred. 

Finally, the joint coding of starting symbol and symbol-level duration can be considered to save DCI payload. A set of combinations is configured by higher-layer signalling, and DCI indicates one entry out of the table.  

Proposal 7: Symbol-level time-domain resource is indicated according to the following methods.  
· The starting symbol is indicated by the starting symbol of a slot, and the ending symbol (duration) is indicated by the symbol number from the starting symbol. 
· For one-slot scheduling, the indicated starting and ending symbol is in the same slot. 

· For multi-slot scheduling, the indicated starting and ending symbol is in the same slot, and it applies to all aggregated slots. 

· For mini-slot scheduling, the indicated starting and ending symbol can locate in different slot. 

· Support joint coding of starting and ending symbol indication.  

Similar to scheduling timing determination, the mechanism for UE to determine the starting symbol/duration when the configured set is unknown should be defined. One default value or a set of SIB broadcasted value can be defined, and gNB relies on a specific DCI, e.g., DCI in common search space, to switch to the default value(s). 

Proposal 8: When the configured starting/ending symbol are unknown to UE,  

· Support default value(s) of starting/ending symbol.
Proposal 9: Slot-level and symbol-level time-domain resource is indicated separately. 

4. TBS Aspects

At RAN1#90 meeting, the following design principle was agreed on TBS design [2].
	Agreements:
· Single maximum TB size is defined for the reference case, and is not exceeded.

· Reference case is a slot with 14 symbols.
Agreements:
· RAN1 strives for finding TBS determination by using a formula

· The formula has following as parameters:

· The number of layers the codeword is mapped onto

· Time/frequency resource the PDSCH/PUSCH is scheduled

· Opt.1: The total number of REs available for the PDSCH/PUSCH

· Opt.2: Reference number of REs per slot/mini-slot per PRB and the number of PRB(s) for carrying the PDSCH/PUSCH

· FFS: Details of reference number

· FFS: for the case of more than one slot

· Modulation order

· Coding rate

· RAN1 should also consider at least the following:

· Whether the system can work without ensuring to enable giving the knowledge for decoding the re-transmission without the knowledge of initial transmission

· Ensuring to enable the same TBS between initial transmission and re-transmission with the same/different number of PRBs or the same/different number of symbols in some cases

· Code-block segmentation

· TBS determination for specific packet sizes (e.g., VoIP, etc)

· TBS determination for specific services (e.g., URLLC, etc)

· Possibility of decoupling the coding rate and modulation order for some cases

· Note: Byte alignment is required

· Note: in addition to the formula, table(s) may be needed to determine the TBS value


Option 1 (available REs) vs Option 2 (reference REs)
A principle like Option 2 was used for LTE, where the reference number of REs was assumed to specify TBS table and UE determines the TBS when scheduled based on RA and MCS fields given in the scheduling DCI. This option could possibly simplify the UE behavior when TBS is calculated in UE side. However, there should be a miss-match between the reference number of REs and the actual number of REs for PDSCH/PUSCH transmission due to control/RS overhead varying in dynamic manner. Therefore, it is not easy for gNB to be able to accurately meet the target code rate by using reference number of REs per PRB. Note that for NR such miss-match could be even larger than LTE since the new features such as control resource sets and variable lengths of DL TTI will be introduced.
Given the fact that gNB and UE have the common understanding on the number of available REs NRE for rate-matching of PDSCH/PUSCH, Option 2 which can reduce such miss-match between the reference number of REs and the actual number of REs for PDSCH/PUSCH was proposed. In other words, by using Option 2, PDSCH/PUSCH can be scheduled with actual code rate, which is almost the same as the target code rate that the gNB intends to have. For this option, puncturing should not be considered when NRE is calculated in order to avoid mis-calculation of NRE. 
Proposal 10: The formula to determine TBS uses the total number of REs available for rate-matching of the PDSCH/PUSCH as an input to the formula.
Consideration of code-block segmentation/coding rate

In RAN1#90 and RAN1-NR#3, the following agreements and working assumption were made in channel coding session.

	Agreement:

· Equal code block size after segmentation

· Working Assumption: TBS determination procedure ensures that TBS plus TB-CRC can be factored into the number of CBs multiplied by the CBS (before addition of LDPC encoding filler bits).

· (If a special case emerges where the TBS determination procedure cannot achieve the above criterion, equal CBS would be achieved by zero-padding.)
Agreement: 

· LTB-CRC = 16 for TBs smaller than or equal to 3824 bits 

· LCB-CRC = 24 bits

· CRC polynomials: 

· 24 bits: Reuse both A and B from 36.212 for corresponding CB and TB CRCs 

· 16 bits: Reuse from 36.212

Working Assumption from RAN1#90, to be checked after finalisation of the TBS table and confirmed if TBSs exist for which the following is meaningfully beneficial and does not cause meaningful degradation: 
· For initial transmissions with code rate Rinit > 1/4, BG2 is not used when TBS>3824 

· If the FFS on UE capabilities w.r.t. support of both BGs is resolved such that it is possible that a UE does not support BG1, then the above bullet only applies if the UE supports BG1. 

· BG2 is used for initial transmissions with code rate Rinit <= ¼ for all TBS supported at that code rate

· For BG2 with TBSs larger than 3824, the TB is segmented into CBs no larger than 3840


To consider the coding rate and the above agreements, the following procedure can be considered for TBS determination for normal TBS cases.

· Step 1. Count the number of available REs for rate matching of PDSCH/PUSCH (NRE)

· Step 2. Calculate TBS plus TB-CRC by multiplying coding rate and number of layers to NRE
· Step 3. Make TBS plus TB-CRC as a common multiple of 8 and the number of CBs

· Step 4. Determine the final TBS, considering specific packet size and services (if applied)

In Step 3 above, LCM(8, C) can be used for the common multiple of 8 and C for TBS determination where C denotes the number of CBs in the TB and LCM(a, b) denotes the lowest common multiple of a and b. However, LCM(8, C) is not a uniformly increasing function of C so that the TBS granularity would not become uniformly increasing compare to using 8×C for the multiple of TBS plus TB-CRC.
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Figure 2. TBS granularity according to the number of CBs

Proposal 11: Ensure TBS plus TB-CRC as a multiple of 8×C where C denotes the number of CBs in the TB.
Impact of CB segmentation on TBS determination

It was agreed as working assumption to support CB segmentation with LDPC BG2 for Rinit <= 1/4. It would be worth to note that the input of the above TBS determination procedure includes not which BG is used for segmentation but the number of CBs resulted in by the segmentation. Accordingly, TB determination procedure with the above steps 1 to 4 can be applied to the both BG1 and BG2 segmentation in systematic manner, i.e. without any differentiation of them.  
Observation 1. The proposed procedure for TBS determination can ensure CB segmentation with both BG1 and BG2 in systematic manner.

Additionally, since NR considers up to about 3300 subcarriers in a system bandwidth, at most 3,300×14=46,200 REs in a slot can be used for PDSCH/PUSCH. Considering the code rate of 1/4 and QPSK, about 46,200×0.25×2=23,100 bits of information can be mapped. This value is much larger than 3824, which is the threshold of CB segmentation for LDPC BG2 and those TBS values are significant. The performance gain by using BG2 instead of BG1 is more important to UEs scheduled with low MCS than UEs scheduled with high MCS because low-MCS UEs may not achieve 10% BLER even with the lowest MCS. 
Observation 2. TBS values larger than 3824 with code rate lower than 1/4 are important to be supported with better performance, which can be obtained by LDPC BG2 instead of BG1. 
Proposal 12: A procedure for TBS determination in NR should ensure CB segmentation with both BG1 and BG2.
Code rate indication

In LTE, TBS is derived by using TBS index and tables. These tables are made from some target code rates when Rel-8 LTE was discussed [3]. Table 1 shows one of the proposed MCS tables during LTE discussion, where the table provides code rate and modulation order. Each value in the TBS table in LTE is obtained to meet the target code rate as much as possible. Similarly to LTE, target code rates for TBS determination in NR can be signaled by a scheduling DCI.
Table 1: MCS table from [5]

	MCS
	Modulation
	Code rate x 1024
	Spectral efficiency

	0
	QPSK
	193
	0.377

	1
	QPSK
	279
	0.5449

	2
	QPSK
	364
	0.7109

	3
	QPSK
	450
	0.8789

	4
	QPSK
	535
	1.0449

	5
	QPSK
	621
	1.2129

	6
	16QAM
	353
	1.3789

	7
	16QAM
	396
	1.5469

	8
	16QAM
	439
	1.7148

	9
	16QAM
	481
	1.8789

	10
	16QAM
	524
	2.0469

	11
	16QAM
	567
	2.2148

	12
	16QAM
	610
	2.3828

	13
	64QAM
	435
	2.5488

	14
	64QAM
	463
	2.7129

	15
	64QAM
	492
	2.8828

	16
	64QAM
	520
	3.0469

	17
	64QAM
	549
	3.2168

	18
	64QAM
	577
	3.3809

	19
	64QAM
	606
	3.5508

	20
	64QAM
	634
	3.7148

	21
	64QAM
	663
	3.8848

	22
	64QAM
	691
	4.0488

	23
	64QAM
	720
	4.2188

	24
	64QAM
	748
	4.3828

	25
	64QAM
	777
	4.5527

	26
	64QAM
	805
	4.7168

	27
	64QAM
	834
	4.8867

	28
	64QAM
	862
	5.0508

	29
	64QAM
	891
	5.2207

	30
	64QAM
	919
	5.3848

	31
	64QAM
	948
	5.5547


Proposal 13: Code rates for TBS determination can be explicitly signaled by a DCI.
5. Conclusions
This contribution discussed the DL/UL resource allocation aspects and made the following observations and proposals:
Observation 1. The proposed procedure for TBS determination can ensure CB segmentation with both BG1 and BG2 in systematic manner.
Observation 2. TBS values larger than 3824 with code rate lower than 1/4 are important to be supported with better performance, which can be obtained by LDPC BG2 instead of BG1. 

Proposal 1: In RA Type 0, the RBG size determined by the number of PRBs in the BWP for slot based scheduling and non-slot based scheduling respectively. Slot based and non-slot based scheduling can use different RBG sizes.
Proposal 2: Support the coarse granularity (more than 1 RB) in RA Type1. The granularity of power of 2 RBs is preferred. 
Proposal 3: For intra-slot frequency hopping, consider the following options to determine the hopping position in the time domain:

· Opt. 1: Pre-defined symbol position in the slot
· Opt. 2: Symbol position determined by the number of allocated data symbols in the slot

· Opt.3: Symbol position determined based on gNB configuration
Proposal 4: NR supports both localized and distributed VRB allocation for RA Type 1 like LTE. 

· For distributed VRB allocation, interleaving for VRB-to-PRB mapping should be confined within the active BWP.
· Study BWP-specific interleaving design considering BWP size/numerology, RBG size, etc. 

Proposal 5: Consider the following methods for slot-level time-domain resource indication:

· For one-slot and mini-slot scheduling, the slot-level time resource is derived by scheduling timing. 

· For multi-slot scheduling, the slot level time resource is derived by scheduling timing as well as the slot-level duration. 

· The scheduling time is determined,

· With reference to slots for PDSCH/PUSCH transmissions. If the UE detects a PDCCH of which the last symbol is within slot n, the UE shall assume the scheduled PDSCH/PUSCH is within slot n+k (K0 for DL, and K2 for UL), where k is a number of slots and is indicated by the scheduling timing field in the DCI format. 

· Sets of DL/UL scheduling timing values are separately configured by higher-layer signaling for different numerologies.
Proposal 6: When the configured scheduling timings are unknown to UE,   
· DL scheduling timing is fixed as 0 for SIB. 

· DL scheduling timing for Msg 2 and Msg 4 during the random access procedure can be fixed as 0 or provided by SIB, UL scheduling timing for Msg 3 can be indicated by the combination of the common reference timing provided by SIB and UE-specific offset by UL delay field in RAR.

· For other case, DL/UL scheduling timing could be either fixed as 0 (DL)/4 (UL) or delivered by SIB.

Proposal 7: Symbol-level time-domain resource is indicated according to the following methods.  

· The starting symbol is indicated by the starting symbol of a slot, and the ending symbol (duration) is indicated by the symbol number from the starting symbol. 

· For one-slot scheduling, the indicated starting and ending symbol is in the same slot. 

· For multi-slot scheduling, the indicated starting and ending symbol is in the same slot, and it applies to all aggregated slots. 

· For mini-slot scheduling, the indicated starting and ending symbol can locate in different slot. 

· Support joint coding of starting and ending symbol indication.  

Proposal 8: When the configured starting/ending symbol are unknown to UE,  

· Support default value(s) of starting/ending symbol.
Proposal 9: Slot-level and symbol-level time-domain resource is indicated separately. 

Proposal 10: The formula to determine TBS uses the total number of REs available for rate-matching of the PDSCH/PUSCH as an input to the formula.
Proposal 11: Ensure TBS plus TB-CRC as a multiple of 8×C where C denotes the number of CBs in the TB.
Proposal 12: A procedure for TBS determination in NR should ensure CB segmentation with both BG1 and BG2.
Proposal 13: Code rates for TBS determination can be explicitly signaled by a DCI.
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