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1. Introduction
In RAN1 NR-AH#3 meeting, the following agreement was made with respect to bit-interleaving for eMBB data channel:
Agreement:
For the per-codeblock bit-interleaver for LDPC: 
· Row-column interleaver with number of rows equal to the modulation order is adopted, with row-wise write and column-wise read. 
· Note that this achieves Systematic Bit Priority Ordering for RV0
· The number of coded bits in a code block is an integer multiple of the modulation order


In this document, we discuss aspects related to bit-interleaving for LDPC and location of the channel bit interleaver.
1. Bit Interleaver 
In RAN1 NR-AH#3 meeting, bit-level interleaver with systematic bits priority mapping (HSPA-like) was agreed. Such mapping is achieved by structure of table with number of rows equal to the modulation order and row-wise write, column-wise read. On Figure 1 such interleavers are presented for different constellation mapping types as from [1, Figure 2] and [2, Figure 2a].
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                        a) 									  b)
Figure 1. LDPC bit-interleavers for different QAM constellation types.
2. Simulation results (1st transmission)
Figure 2 and 3 show the performance of cases with and without interleaver in AWGN and fading channels using the assumptions from Table 1 and 2 respectively.


Table 1. Simulation assumptions for AWGN
	Channel
	AWGN

	Modulation
	256QAM

	Info block length (K) 
	4096, 6144, 8448

	Code rate (R)
	3/4(BG1), 5/6(BG1)

	Decoding algorithm
	flooding BP, Max iteration = 50

	Interleaver
	w/o, block HSPA like
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Figure 2. Performance of cases with and without interleaver on coding rates 3/4, 5/6 respectively, in AWGN channel

Table 2. Simulation assumptions for fading channel
	Channel
	TDL-C 30ns

	Modulation
	256QAM

	Payload parameters
{Info length, coding rate}
	{3520, 2/3, BG2}, {4224, 1/2, BG1}

	Decoding algorithm
	flooding BP, Max iteration = 50

	Interleaver
	w/o, block HSPA like

	Number of Tx antennas
	1

	Number of Rx antennas
	2

	Demapper
	MMSE

	Subcarrier spacing
	15KHz 

	Bandwidth
	20MHz
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Figure 3. Performance of cases with and without interleaver on coding rates 2/3, 1/2, in TDL-C channel
Observation 1: For AWGN and TDL-C channels, performance gain of ~ 0.2 dB is observed for bit-interleaving of LDPC code block assuming high order modulations.
3. Simulation results (2nd transmission)
The agreed structure of bit-level interleaver (at RAN1#AH3) achieves priority mapping of systematic bits for RV0, so in the first transmission systematic bits are transmitted through “most reliable channels” due to mapping to most significant bits in modulated symbol. The remaining question – how to map systematic bits if they are transmitted in not initial transmission. It can happens, for example, on the transmission with RV index = 3 (BLER results example is presented in [3]) if size of transmitted information bigger than 8*Z for BG1 or 5*Z for BG2. This can be useful when the LBRM is applied on the transmitter side e.g. if the gNB transmit buffer is restricted to higher code rate than the mother code rate of LDPC (i.e. 1/3). If the gNB transmit buffer is not restricted (i.e. allowed to go down to 1/3), modulation remapping may not be beneficial as the retransmission of RV0 could occur after all other RVs are exhausted (e.g. through RV cycling through 0231). 
After direct mapping, a second option to reduce complexity is reverse mapping, i.e. mapping of bits in reverse order of priority on retransmissions e.g. for retransmission with RV0, this would mean mapping parity bits to most significant positions in modulated symbol and systematic bits to remaining positions.
To check effect of reverse mapping of interleaved bits to modulation symbol, Chase combining with 1 retransmission (i.e. 2 transmissions at all) was evaluated. On Figure 4 comparison results are presented in SNR vs. information length format for cases from Table 3.
Table 3. Simulation assumptions
	Channel
	AWGN

	Modulation
	16QAM

	Info block length (K) 
	216, 1024, 2048 (CRC 16 included)

	Code rate (R)
	3/4 (BG1), 2/3 (BG2), 1/2 (BG2) 

	Decoding algorithm
	flooding BP, Max iteration = 50

	Interleaver
	block HSPA like

	BLER
	1%, 0.1%
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Figure 4. Performance comparison of cases with and without reverse mapping in the retransmission.
Observation 2: For AWGN, reverse order mapping provides gains for Chase combining retransmission with RV0 containing systematic bits.
On the other hand, it should be noted that gNB rate-matching may be defined to support lower mother coding rate, in which case, the gains of Chase combining retransmissions may not show up until the 3nd transmission, by which gNB could adapt modulation order, etc. 
An additional aspect to consider with respect to the reverse order mapping is how it can be indicated to the UE. For instance, multiple options have been discussed in past meeting, including an additional explicit bit in the DCI, implicit indication based on NDI toggle or non-toggle, implicit indication by joint coding with other fields such as MCS. 
In our view, if reverse mapping is to be supported, the simplest approach is to have an explicit bit in DCI, which is robust and allows memory-less operations. If the indication of reverse mapping is tied to an implicit toggling/non-toggling of another field (e.g. to NDI toggle,etc) it may lead to robustness issues. 
Proposal 1: Reverse order mapping, if supported to enhance Chase combining, should be enabled via explicit signaling in the DCI.
4. Location of the interleaver
In last meeting, the following working assumption was made with respect to the location of the bit-interleaver. 
Working Assumption: 
· The interleaver is located after the whole rate matching functionality including repetition 
· To be confirmed at RAN1#90bis. 

While it is feasible to support interleaver location after the whole rate-matching functionality, it would simpler for placing the interleaver before repetition as it can simplify the interleaver operation for cases where the coding rate for a transmission can be extremely low. For example, for a small packet of TBS = 2000 bits, the signaling may allow the entire slot be allocated to the single TBS (e.g. 270 PRBs, QPSK, implicit rate, using LTE MCS29-31 like signaling). In such cases, including the interleaver prior to repetition would be much more beneficial and it would be analogous to the LTE circular buffer operation. Therefore, we propose that the working assumption should be modified to the following. 
Proposal 2: The interleaver is located after the whole rate matching functionality including prior to repetition, and the maximum interleaver span is the circular buffer size for the code block. 
We think the same principle for interleaver span should also be applied to the uplink triangular channel interleaver for Polar code, because even for Polar code, the circular buffer operation is limited to maximum size (N = 1024) whereas the channel interleaver can span upto 14 (symbols/slot) * 3300 (REs/symbol), which is quite a large triangle. In principle, implementation based solutions could identified, but it seems such additional complexity could be avoided by adopting a very simple change in the specification. 
5. Conclusions
In this contribution, we discussed aspects related to bit-interleaver for LDPC and showed simulation results for block interleaver with systematic bits priority for AWGN channel.
Observation 1: For AWGN and TDL-C channels, performance gain of ~ 0.2 dB is observed for bit-interleaving of LDPC code block assuming high order modulations.
Observation 2: For AWGN, reverse order mapping provides gains for Chase combining retransmission with RV0 containing systematic bits.
Proposal 1: Reverse order mapping, if supported to enhance Chase combining, should be enabled via explicit signaling in the DCI.
Proposal 2: Modify the working assumption on interleaver placement to the following 
[bookmark: _GoBack]The interleaver is located after the whole rate matching functionality including prior to repetition, and the maximum interleaver span is the circular buffer size for the code block. 
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