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1. Introduction
In the RAN-1 #89 meeting, the following agreement on criteria of the rate matching for polar codes has been achieved [1]:    
	
Agreement:
After segmentation (if any):
· K is the number of information bits (including CRC if one is attached)
· M is the number of coded bits for transmission
· NDM  is the smallest power of 2 that is >=M
· NM  is 
· NDM /2 if M < β* NDM /2 and K/M < Rrepthr, 1<=β<2 (exact value FFS; it is not precluded that β is a function of NDM)
· Otherwise, NDM         
· FFS the value of Rrepthr;  Rrepthr = 0 not precluded
· NR is the smallest power of 2 that is >= K/Rmin
· Rmin is the supported minimum coding rate, 
· ~1/12<=Rmin<=~1/5, FFS the exact value 
· Nmax is the maximum supported mother code size 
· The mother code size N is determined as min(NM, NR, Nmax)
· Repetition is applied when   M > N
· Puncturing or shortening is applied when M < N    
· Puncturing for lower code rates, e.g. in cases where code rate <= Rpsthr, and/or other condition(s) 
· Shortening for higher code rates, e.g. in cases where code rate > Rpsthr, and/or other condition(s)
· Details FFS 




Then in the RAN-1 NRAH#2 meeting, the following agreement on the circular buffer for polar codes’ rate matching has been reached [2]:    
	
Agreement: 
· To support repetition, puncturing, and shortening of Polar code:
· The N=2n coded bits at the output of Polar encoder is written into a length-N circular buffer in an order that is predefined for a given value of N
· To obtain M coded bits for transmission
· Puncturing is realized by selecting bits from position (N-M) to position (N-1) from the circular buffer
· Shortening is realized by selecting bits from position 0 to position M-1 from the circular buffer
· Repetition is realized by selecting all bits from the circular buffer, and additionally repeat (M-N) consecutive bits from the circular buffer
· Exact set of repeated bits FFS till RAN1#90
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It has been agreed that the rate matching procedure for polar codes is based on the unified circular buffer where code bits are inserted into the buffer with a pre-defined order whichever rate matching scheme is employed, e.g. puncturing, shortening, or repetition scheme. Furthermore, there are some agreements of how to extract code bits in circular buffer for transmission. However, the rule for determining which rate matching scheme is employed and the order to be used for inserting code bits into the circular buffer are not yet agreed. In summary, the remaining issues for the rate matching of polar codes are given as follows:     
1. Determination of the parameters for the agreement on the rate matching in the RAN-1 #89 meeting [1]  
2. Determination of a pre-defined pattern used for inserting code bits into the circular buffer
In this contribution, we suggest parameters for the agreement in the RAN-1 #89 meeting [1] and rate matching interleavers used for inserting code bits into the circular buffer.

2. Unified Rate-Matching Scheme 
2.1 Mother Polar Code Size and Rate-Matching Scheme
First, we define following basic notations for polar codes in this contribution.
[bookmark: _Hlk485716767]- : number of information bits including CRC bits
- : number of codeword bits
- : mother polar code size
- : list size of successive-cancellation list (SCL) decoder 
	Fig. 1 shows a general BICM chain considered for the NR control channel. In the BICM chain, information bits are encoded by CRC codes for error detection. The CRC bits are also utilized to further improve the SC-list decoding performance. The CRC codeword is then encoded by polar codes. We use a general notation of polar encoding, , where  and  represent a length- input vector and a length-output vector, respectively. Each bit of the CRC codeword is mapped to  according to pre-defined polar code sequence. The  generator matrix  is given by , where  and  denotes -times recursive Kronecker product of . As agreed in NR discussion, we do not consider bit-reversal operation in the generator matrix. The output codeword bits are then interleaved for rate-matching, and the interleaved codeword bits are stored into the buffer. Finally,  bits are extracted from the buffer and fed into channel interelaver and modulator. As a consequence of the bit extraction from the buffer, some bits are punctured, shortened, or repeated. We follow the definition of puncturing and shortening as agreed in RAN-1 #89 meeting [1].
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Figure 1  General BICM chain of polar codes
First, we propose rate-matching parameters for the agreement above as , , , and . With these parameters, the mother code size and a rate-matching scheme are determined as following steps:
1) Obtain , , and  as


2) Determine mother polar code size as 
3) Determine a rate-matching scheme as
A. Repeat codeword bits when 
B. Puncture codeword bits when 
C. Shorten codeword bits when 

2.2 Sub-Block Permutation for Rate-Matching
A sub-block permutation based on short polar code sequence is proposed for rate-matching as depicted Fig. 2. First, an output codeword vector is divided into 16 sub-blocks, and these sub-blocks are permutated according to the length-16 polar code sequence. The length-16 polar code sequence is known as deterministic regardless of channel SNR, and the sequence is given as  

When puncturing occurs, it is desired that input bits with low reliability become frozen by code bit puncturing. In this regard, this sub-block permutation efficiently makes unreliable subchannels in  vector incapable and causes small changes in other subchannels’ reliability. For shortening, the permutation order satisfies the criterion on weight-1 column selection [3] and supports stable operations. After sub-block permutation, interleaved code bits are buffered and extracted from the buffer for rate-matching. In the bit extraction, no matter whether code bits are punctured, shortened, or repeated, interleaved code bits are always taken out in the pre-defined order from the circular buffer. 
The sub-block permutation has an advantage when simplified SC-based decoding is used [4][5]. Since codeword bits are consecutively punctured in a sub-block at the encoder output, subchannels in the  vector are also sequentially forced to be frozen at the encoder input. As a result, more nodes in the polar code graph become rate-0 nodes or rate-1 nodes especially for larger polar codes, and decoding operation can be simplified for these rate-0 and rate-1 nodes. Thus, we have a chance to reduce the decoding complexity and latency by exploiting the interleaving based on the sub-block permutation.

[image: ]
Figure 2  Unified rate-matching scheme based on sub-block permutation

2.3 Subchannel Allocation
Puncturing codeword bits results in incapable or shortened subchannels at the encoder input, and we do not allocate these subchannels to information bits even though they have high reliabilities. Fig. 3 depicts which subchannels are forced to be frozen by our puncturing and shortening schemes. In figures, punctured/shortened sub-blocks in  vector and corresponding incapable/shortened subchannels in  vector are denoted by filled blocks.
1) Puncturing: Sub-channels at the encoder input are forced to be frozen in the same order of punctured sub-blocks at the encoder output. In this example,  sub-blocks are sequentially punctured at the encoder output, then  sub-blocks at the encoder input turn frozen. 
2) Shortening: Sub-channels at the encoder input are forced to be frozen in the same order of shortened sub-blocks at the encoder output. In the example in Fig. 3,  sub-blocks are sequentially shortened at the encoder output, then  sub-blocks at the encoder input turn frozen. By our shortening order, a weight-1 column is well chosen every time when a codeword bit is additionally shortened.  
[image: ]
Figure 3  Forced to be frozen bits by (a) puncturing and (b) shortening
Observation 1: When interleaved codeword bits are punctured from the top of the polar code graph, locations of subchannels forced to be frozen are determined in the same order of the puncturing pattern.
Observation 2: When interleaved codeword bits are shortened from the bottom of the polar code graph, locations of subchannels forced to be frozen are determined in the same order of the shortening pattern.

3. Performance Evaluation
[bookmark: OLE_LINK18]In this section, we evaluate the performance of the unified rate-matching scheme given in the previous section. Criteria introduced in Section 2.1 are used to determine which of puncturing, shortening, and repetition to apply. Then, the sub-block permutation based on  is used to interleave codeword bits after encoding. The buffered bits are extracted in the same order regardless of the rate-matching scheme. In Section 2.3, how our puncturing and shortening schemes affect the sub-channel selection is addressed. Table 1 summarizes details about the performance evaluation.
[bookmark: OLE_LINK9]Table 1. Performance Evaluation Settings 
	Code sequence
	Optimized CN sequence [6]

	Channels
	AWGN channel 

	Modulation
	QPSK

	Decoding algorithm
	CRC-aided SCL decoding with 19-bit CRC

	List size 
	8

	Information bits 
	16:8:120

	Code rate 
	2/3, 1/2, 1/3, 1/4, 1/5, 1/6

	Max. mother code size 
	1024 

	Rate-matching scheme
	Unified interleaving by sub-block permutation on 

	Rate-matching criteria
	, , , and 


Fig. 4 shows the performance evaluation results of the sub-block permutation based rate-matching scheme. As a result, good and stable BLER performance is achieved for various code rates and code lengths. 
[image: ]
Figure 4  Performance of sub-block permutation based rate-matching scheme 
Observation 3: Stable performance is achieved for all code rates and code lengths by the unified sub-block permutation based rate-matching scheme. 
In Fig. 5, the performance of sub-block permutation rate-matching schemes is evaluated according to the number of sub-blocks. Both two permutations are based on the small block polar code sequence,  and , where  denotes the number of sub-blocks. There is some performance difference between two schemes, but these schemes show comparable performance. Especially in average sense, sub-block permutations with  outperforms that with . Note that sub-block permutation based rate-matching with less and larger sub-blocks () is a special case of that with more and smaller sub-blocks ().
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Figure 5  Performance of sub-block permutation based rate-matching scheme according to the number of subblocks
Observation 4: Increasing the number of sub-blocks leads to the performance improvement in an average sense. Note that sub-block rate-matching with less and larger sub-blocks is a special case of that with more and smaller sub-blocks.
In Fig. 6, info adjustment (IA) schemes is applied to the sub-block permutation rate-matching schemes, and according to the results, we have chance to further improve the performance by adding IA. 
[image: ]
4. Conclusions
In this contribution, we proposed a unified sub-block permutation based rate-matching scheme. Observations are summarized as below:
Observation 1: When interleaved codeword bits are punctured from the top of the polar code graph, locations of subchannels forced to be frozen are determined in the same order of the puncturing pattern.
Observation 2: When interleaved codeword bits are shortened from the bottom of the polar code graph, locations of subchannels forced to be frozen are determined in the same order of the shortening pattern.
Observation 3: Stable performance is achieved for all code rates and code lengths by the unified sub-block permutation based rate-matching scheme. 
Observation 4: Increasing the number of sub-blocks leads to the performance improvement in an average sense. Note that sub-block rate-matching with less and larger sub-blocks is a special case of that with more and smaller sub-blocks.
It was observed that the proposed rate-matching scheme is simple and achieves stable performance for all code rates and code lengths. Thus, we propose followings: 
Proposal 1: A unified sub-block permutation based on short polar code sequence should be adopted for NR control channel rate-matching.
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