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1. Overview
In RAN1 #89 Hangzhou meeting [1], there agreed the following framework for Polar code rate matching:
	Agreement:
After segmentation (if any):
· K is the number of information bits (including CRC if one is attached)
· M is the number of coded bits for transmission
· NDM  is the smallest power of 2 that is >=M
· NM  is 
· NDM /2     if    M < β* NDM /2 and K/M < Rrepthr,   1<=β<2  (exact value FFS; it is not precluded that β is a function of NDM)
· Otherwise, NDM         
· FFS the value of Rrepthr;  Rrepthr = 0 not precluded
· NR is the smallest power of 2 that is >= K/Rmin
· Rmin is the supported minimum coding rate, 
· ~1/12<=Rmin<=~1/5, FFS the exact value 
· Nmax is the maximum supported mother code size 
· The mother code size N is determined as min(NM, NR, Nmax)
· Repetition is applied when   M > N
· Puncturing or shortening is applied when M < N    
· Puncturing for lower code rates, e.g. in cases where code rate <= Rpsthr, and/or other condition(s) 
· Shortening for higher code rates, e.g. in cases where code rate > Rpsthr, and/or other condition(s)
· Details FFS



In RAN1 Ad-hoc #2 Qingdao meeting [2], there achieve some further agreements:
	Agreements: 
· Rmin = 1/8 



	Agreement: 
· To support repetition, puncturing, and shortening of Polar code:
· The N=2n coded bits at the output of Polar encoder is written into a length-N circular buffer in an order that is predefined for a given value of N
· To obtain M coded bits for transmission
· Puncturing is realized by selecting bits from position (N-M) to position (N-1) from the circular buffer
· Shortening is realized by selecting bits from position 0 to position M-1 from the circular buffer
· Repetition is realized by selecting all bits from the circular buffer, and additionally repeat (M-N) consecutive bits from the circular buffer
· Exact set of repeated bits FFS till RAN1#90
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Based on the above agreements and an expected Polar input sequence winner, rate matching proposals should be provided by 16th Aug. This contribution is therefore devoted for 
· Detailing the proposed middle-interlacing rate-matching design
· Comparison with two other major rate-matching designs proposed in [3] and [4] from both implementation and performance perspectives


2. Proposed Rate-Matching Design
1 
2 
In Fig. 1, a unified rate matching design based on circular buffer concept [5] is illustrated. It can realize puncturing, shortening and repetition by a simple middle-interlacing over the encoder output and a common circular buffer. Different rate-matching schemes then differ only in the portions read from the buffer. The portions for puncturing and shortening follow the agreement in Qingdao meeting, and, for repetition, additional portion containing the largest output index will be repeated.
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Fig. 1: The unified rate-matching design with simple middle-interlacing and a circular buffer

From decoding point of view, repeating the larger-index portion provides the following benefits:
· SC/SCL decoding can start earlier from the smaller-index portion since it doesn’t need to wait soft bit combining
· Larger-index portion can be directly decoded using a smaller Polar size if sufficient SNR can be reached after soft bit combining
Since the control channel timing is critical, the above can help reduce the latency in case of good channel condition. In this regard, we have the following proposal:

Proposal 1: For repetition, additionally repeat (M-N) consecutive bits containing the largest index from the circular buffer for the latency reduction advantage by earlier SC/SCL decoding and/or directly decoding a Polar subcode of a smaller size.

In addition to the low latency advantage, the simple middle interlacing is easy to implement and integrated into encoder output function and decoder input function. Since encoder output buffer and decoder input buffer commonly exist, one can reuse them as the circular buffer and save the cost. 

Observation 1: The middle interlacing operation is simple and easy to be integrated into encoder output function and decoder input function. Then the encoder output buffer and decoder input buffer can be reused as the circular buffer, thereby saving the cost.

Mapping to the agreed rate-matching framework, our parameters are further specified below:

Table 1: Parameter specification for the proposed rate-matching design
	· K is the number of information bits (including CRC if one is attached)
· M is the number of coded bits for transmission
· NDM  is the smallest power of 2 that is >=M
· NM  is 
· NDM /2 if M < β* NDM /2 and K/M < Rrepthr, where
· Rrepthr = 9/16 and β = (1 + 1/8)
· Otherwise, NDM         
· NR is the smallest power of 2 that is >= K/Rmin
· Rmin = 1/8 is the agreed minimum coding rate 
· Nmax is the maximum supported mother code size 
· The mother code size N is determined as min(NM, NR, Nmax)
· Repetition is applied when   M > N
· Puncturing or shortening is applied when M < N 
· Puncturing if K/M <= 7/16; otherwise, shortening






Besides the above operations and parameters, encoder and decoder shall freeze (i.e., set zero values to) the following input bits for the given values of M and N:
· If the selected rate-matching scheme is puncturing,
· If M >= (3/4) N, freeze every input bit with index u, where 0 <= u < ceil( (3/4) N – M/2 )
· Else, freeze every input bit with index v, where 0 <= v < ceil( (9/16) N – M/4 ) or  
N/2 <= v < (7/8) N – M/2
· Else if the selected rate-matching scheme is shortening,
· If M >= (3/4) N, freeze every input bit with index u, where M <= u < N
· Else, freeze every input bit with index v, where (3/8) N + M/2 <= v < N or  
N/8 + M/2 <= v < N/2
Note that Input bit freezing are necessary for all rate-matching schemes, and the above are explicit settings for the middle-interlacing rate-matching. Note that, in [3], there is additional information allocation adjustment that will require high precision computation or large storage over all possible triples of K, M, N values. Also, in [5], due to the subblock-wise interleaving of 16 small subblocks, the input bit freezing becomes fragmented and complicates the data bit loading. Consequently, one can check:

Observation 2: Middle-interlacing rate-matching design has the simplest input bit processing. 

With implementation simplicity, the proposed rate-matching design also provides competitive to better performance, as will be shown in the following comparison with the proposals in [3] and [4]. 


3. Comparison with Other Rate-Matching Schemes
In [3], a block rate-matching design with information allocation adjustment is proposed. Since there is no interleaving over the encoder output, the rate-matching only contains simple circular buffer access. On the other hand, to provide performance robustness for fading channels and/or higher order QAM modulations, there will require a complex triangular interleaver for channel bit interleaving [6]. In Fig. 2, there show the Polar coding chain with all interleaving functions. It can be checked that the overall interleaving complexity and latency with block rate-matching will be dominated by the triangular channel bit interleaver. On the other hand, as investigated in [7], the simple middle interlacing in the rate-matching can enable simple parallel block interleavers for channel bit interleaving, thereby achieving the lowest overall complexity and latency.

Observation 3: Regarding overall interleaving complexity and latency, the block rate-matching scheme [3] can save the rate-matching interleaving but require more complex channel bit interleaving.
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Fig. 2: illustration of Polar coding chain with interleaving functions
In [8], it is shown block puncturing can break down, and to fix the issue, information allocation adjustment is proposed in [3]. The information allocation adjustment is to compute the allowable input bit number that can be supported for a punctured or shortened Polar subcode. For puncturing, the upper Polar subcode has reduced number of transmitted bits, and the corresponding input bit number should be reduced. While there require additional complexity to realize the scheme, we found there is no evident performance gain achieved over typical NR PDCCH settings. In Fig. 3, there compared the granularity performance of the middle-interlacing rate-matching and the block rate-matching in [3] over M = 96, 192, 384, and 768. It can be observed the middle-interlacing scheme achieves competitive performance while showing no need of the additional information allocation adjustment. Therefore, one can have

Observation 4: The block rate-matching scheme [3] has additional complexity of information allocation adjustment but gives no evident performance advantage over typical NR PDCCH settings.
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Fig. 3: Performance comparison over typical NR PDCCH settings

On the other hand, the performance of the block rate-matching in [3] looks problematic with new Polar sequence. In particular, Fig. 4 shows the performance issues with new Polar sequence and list-1 decoding. 

Observation 5: The block rate-matching scheme [3] show performance issues with new Polar sequence and list-1 decoding for code rates 1/2, 2/5, and 1/3.
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Fig. 4: Performance issues of the block rate-matching in [3] with new Polar sequence and list-1 decoding
By the above, it is therefore suggested:

Proposal 2: The block rate-matching scheme in [3] is not considered for NR due to the higher complexity with information allocation adjustment and the performance issues with new Polar sequence. 

Proposal 3: Polar rate-matching selection for NR should consider simple interleaving and frozen bit designs, performance advantage over typical control channel settings, and performance compliance with new Polar sequence.

In [4], there proposed a subblcok-wise interleaving design of 16 small subblocks over the encoder output. In Fig. 5, we compare its performance over a wide range of code rate and K with the middle-interlacing rate-matching. Even with more complex subblock interleaving, one can see its performance is still slighly inferior to the middle-interlacing rate-matching. 

Observation 6: The subblock rate-matching design in [6] with more complex 16-subblock interleaving has slighly inferior performance to the middle-interlacing rate-matching.

Proposal 4: The middle-interlacing rate-matching design is adopted for NR Polar coding chain to realize both implementation and performance advantages.
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Fig. 5: Comparison between SS subblock rate-matching [4] and MTK middle-interlacing rate-matching


4. Summary
In this contribution, the proposed middle-interlacing rate-matching design is introduced and compared with the other two rate-matching designs in [3] and [4]. In particular, we have 


Proposal 1: For repetition, additionally repeat (M-N) consecutive bits containing the largest index from the circular buffer for the latency reduction advantage by earlier SC/SCL decoding and/or directly decoding a Polar subcode of a smaller size.

Observation 1: The middle interlacing operation is simple and easy to be integrated into encoder output function and decoder input function. Then the encoder output buffer and decoder input buffer can be reused as the circular buffer, thereby saving the cost.

Observation 2: The middle-interlacing rate-matching design has the simplest input bit processing.

Observation 3: Regarding overall interleaving complexity and latency, the block rate-matching scheme [3] can save the rate-matching interleaving but require more complex channel bit interleaving.

Observation 4: The block rate-matching scheme [3] has additional complexity of information allocation adjustment but gives no evident performance advantage over typical NR PDCCH settings.

Observation 5: The block rate-matching scheme [3] show performance issues with new Polar sequence and list-1 decoding for code rates 1/2, 2/5, and 1/3.

Proposal 2: The block rate-matching scheme in [3] is not considered for NR due to the higher complexity with information allocation adjustment and the performance issues with new Polar sequence.  

Proposal 3: Polar rate-matching selection for NR should consider simple interleaving and frozen bit designs, performance advantage over typical control channel settings, and performance compliance with new Polar sequence.
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Observation 6: The subblock rate-matching design in [6] with more complex 16-subblock interleaving has slighly inferior performance to the middle-interlacing rate-matching.

Proposal 4: The middle-interlacing rate-matching design is adopted for NR Polar coding chain to realize both implementation and performance advantages.
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