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Introduction
From RAN1 January Ad Hoc meeting, the following agreement on rate matching was reached [1]:
	Agreement: 
· Built-in puncturing of systematic bits is supported for LDPC coding, that is:
· At least for the initial transmission, the coded bits are taken after skipping the first Nsys,punct  systematic bits 
· Nsys,punct is selected from: 0, Z, and 2*Z
· The rate matching for LDPC code is circular buffer based (same concept as in LTE)
· The circular buffer is filled with an ordered sequence of systematic bits and parity bits
· FFS: Order of the bits in the circular buffer
· For IR-HARQ, each Redundancy Version (RV), RVi, is assigned a starting bit location Si on the circular buffer
· For IR retransmission of RVi, the coded bits are read out sequentially from the circular buffer, starting with the bit location Si
· Limited buffer rate matching (LBRM) is supported



Based on above, following agreement and working assumption for rate matching was made in RAN1 June Ad Hoc meeting [2]:
	Agreement:
· The number of RVs is 4. 
· The RVs are at fixed locations in the circular buffer
· RV#0 is self-decodable
· Working assumption (to be confirmed after selection of the BGs): The first 2Z punctured systematic bits are not entered into the circular buffer



It has been agreed that the overall rate matching procedure for LDPC codes is derived based on a virtual circular buffer. After that, some of parameters for RV also have been determined, but specific RV locations for the agreed NR LDPC codes in [2] (base graph#1 and base graph#2) are still not agreed. In this contribution, we discuss circular buffer size and starting bit location Si.
Rate Matching Processing
It was agreed that the rate matching for LDPC code is circular buffer based (same concept as in LTE) [1]. Figure 1 depicts the concept of rate-matching process, similar as in LTE standard [3]. For given information block, the puncturing and/or repetition schemes are needed to support rate-compatibility, and length-compatibility on codeblock size according to the allocated resource blocks and UE category. 
The circular buffer is filled with an ordered sequence of coded bits. The coded bits are read out sequentially from the circular buffer until the number of read out bits is equal to the number of bits to be transmitted, starting with the assigned bit location. If more bits are need to be transmitted after last bit in the circular buffer is selected, then the bits in circular buffer sequentially read out from the first bit in the circular buffer. After circular buffer, bit interleaver for output bits from circular buffer is needed to improve performance for higher order modulation or fading channel [4].
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Figure 1: Example of Rate-Matching Process

1.1 Starting Bit Location
The performance would be optimized if the start bit location is selected by the bit to close to where the last bits for the previous transmission ended due to agreed raptor like structured LDPC code. However, this method is not adopted due to high ambiguity of starting bit location between transmitter and receiver. It was agreed that for simple RVs are at fixed locations in the circular buffer. Given that, another way to optimize a start bit locations can be a non-uniformly distributed start bit locations according to code rates. However, it is difficult to find optimized non-uniform distribution for all considerable code rates. 
With regard to starting bit location, lifting value Z can be taken into account. If a starting bit location is multiple of Z, it would be beneficial to decoder complexity and latency aspect. Therefore, it would be preferable that a starting bit locations are defined by uniformly distributed as below:

where  and the Ncb is circular buffer size. 

Observation 1: It is preferable that starting bit locations are defined by multiple of Z and uniformly distributed 
Proposal 1: A starting bit location, Si is defined by multiple of Z and uniformly distributed locations as below:

where  and the Ncb is circular buffer size.



Circular Buffer Size
Regarding buffer size, it would be considered whether the following bits are entered into the circular buffer or not:
· The padding bits for encoding, i.e., shortened information bits 
· The first 2Z punctured systematic bits
1.2 Shortened Information Bits
Shortening is perform, i.e., known bits are appended to the information bits, when the number of information bits is less than ZxKb. Hence shortened bits are not transmitted. However, it is preferable that shortened bits are entered into circular buffers. If shortening information bits are entered in circular buffer, then the size of circular buffer is multiple of Z in non-limited circular buffer case. In this case, a starting bit location is easily assigned to the fixed location of multiple of Z for all number of information bits cases. 

Observation 2: It is preferable that shortened information bits are entered into circular buffer
Proposal 2: The shortened information bits are entered into the circular buffer
1.3 Punctured Systematic Bits
The NR LDPC code has been designed with 2Z built-in puncturing of systematic bits where Z is lifting size for LDPC code. That is first 2Z systematic bits are not transmitted at least for the initial transmission. In RAN1 June Ad Hoc, it was discussed and made working assumption that first 2Z punctured systematic bits should not be entered into the circular buffer. 
We evaluate lower rate code performance than the lowest code rate for which the base graph is designed based on two cases: 
a) The first 2Z punctured systematic bits are transmitted to support lower 
b) The first 2Z punctured systematic bits are not transmitted at all.
[bookmark: _GoBack]The case of a) can be also considered as the case where the first 2Z systematic bits are punctured at the first, but in the case the end of the circular buffer is reached, the first 2Z systematic bits are transmitted before the already transmitted bits are repeated. The LDPC codes are used as selected one in RAN1 June Ad Hoc [2], and the information block length of K=1016 and K=8000 bits. Performance benefit by not transmitting the punctured systematic bits is shown in Fig. 2 and Fig. 3.
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Fig. 2: Code rate extension to 1/5 based on BG1. Information block length K=8000 bits
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Fig. 3: Code rate extension to 1/6 based on BG2. Information block length K=1016 bits

Observation 3: The performance is better first 2Z punctured systematic bits are not transmitted, i.e., not entered into the circular buffer. 
Proposal 3: The first 2Z punctured systematic bits are not entered into the circular buffer

Observations and Proposals
In this contribution, we present the following observations and proposals:
Observation 1: It is preferable that starting bit locations are defined by multiple of Z and uniformly distributed 
Observation 2: It is preferable that shortened information bits are entered into circular buffer
Observation 3: The performance is better first 2Z punctured systematic bits are not transmitted, i.e., not entered into the circular buffer. 

Proposal 1: A starting bit location, Si is defined by multiple of Z and uniformly distributed locations as below:

where  and the Ncb is circular buffer size.
Proposal 2: The shortened information bits are entered into the circular buffer
Proposal 3: The first 2Z punctured systematic bits are not entered into the circular buffer
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