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1	Introduction
In this contribution, we discuss the interaction of HARQ processes between sTTI and TTI which is of interest when considering dynamic scheduling of sTTI and 1ms TTI. In Sec. 2 we discuss the basic motivation for HARQ process sharing between sTTI and 1ms TTI followed by considerations on UE memory requirements in Sec. 3. 
Moreover, the issue of managing the maximum UE processing capabilities has been raised which we handle in Sec. 4. 

2	HARQ process sharing for dynamic sTTI/TTI scheduling
At RAN1#87 [1], the support of dynamic sPDSCH and PDSCH scheduling has been agreed: 
Agreements:
A UE can be dynamically (with a subframe to subframe granularity) scheduled with legacy TTI unicast PDSCH and/or short TTI unicast PDSCH
Although there is no explicit agreement available yet for UL, there is a common understanding in RAN1 to support dynamic scheduling also for the sPUSCH and PUSCH (with the details being open). 
As noted in [2] and [3], having the ability to schedule a re-transmission of pending HARQ process (a HARQ process sharing) using either sTTI or TTI will have advantages in terms of scheduling latency and will therefore improve the system performance. This is of special importance, when using sTTI in the TCP start phase (for quick RTT) and moving back to 1ms TTI (for bulk-data peak data rate). In case the sharing (and related re-transmission) is not supported at least from sTTI initial transmission to 1ms TTI re-transmission, the advantages of the dynamic scheduling will be lost.
Observation 1: HARQ process sharing of sTTI and TTI operation will improve the PHY latency and performance for dynamic sTTI and TTI switching.  
Performance is not the only aspect of dynamic sTTI and TTI switching. Also, the required memory in the UE needs to be considered for dynamic HARQ process interaction of sTTI and TTI. In case the HARQ processes of sPDSCH and PDSCH are handled independently, the UE will need to support sufficient soft-buffer memory for the PDSCH HARQ processes (8 for FS1, up to 15 for FS2) as well as on top the required soft-buffer memory for sTTI operation (e.g. 16 DL HARQ processes). The same is applicable to the needed UE transmission buffer for PUSCH (up to 8 UL HARQ processes) and sPUSCH (e.g. 16 UL HARQ processes). Clearly, any kind of (at least partial) HARQ process sharing of sTTI and TTI operation will reduce the required memory for UL TX buffer and PDSCH soft-buffer in the UE. 
Observation 2: HARQ process sharing of sTTI and TTI enables soft-buffer memory sharing for sPDSCH and PDSCH as well as UE TX buffer sharing of sPUSCH and PUSCH, reducing the overall UE memory requirements.  
Based on these observations, the support of (at least partial) HARQ process sharing is of advantage. We investigate the operation in terms of memory management in the UE for dynamic sPDSCH/PDSCH and sPUSCH/PUSCH scheduling in the following section. 

3	UE memory considerations of HARQ process sharing 

3.1 Soft-buffer management for DL HARQ process sharing
While the number of supported DL HARQ processes for 1ms TTI is known (8 for FS1, up to 15 for FS2), there are no agreements on the number of supported DL HARQ process for sTTI operation in place. For LTE FS1, the required minimum number of HARQ processes can be simply calculated by the supported HARQ-Ack timing (e.g. 12 processes for N+6 of 2OS sTTI). But more DL HARQ processes will be needed for LTE FS2 assuming the same N+x processing time. In general, the more DL HARQ processes we can support the more flexible the operation will be. But the number of DL HARQ processes is related to the size of the soft-buffer memory at the UE side. Therefore, we see a need to limit the maximum number of HARQ processes available for sTTI operation to a reasonable value. Applying a single maximum number of HARQ processes for 2OS and 7OS sTTI as well as for FS1 and FS2 (where applicable) will simplify the specification & implementation effort. We therefore suggest: 
Proposal 1: 16 DL sTTI HARQ processes are supported independently of the sTTI length and the LTE frame structure. A 4bit HARQ-ID is to be included to the DCI formats scheduling sPDSCH. 
Also the available soft-buffer memory needs further considerations. At RAN1#88bis [4] it has been decided to not increase the UE soft-buffer memory (i.e. the soft channel bits) for sTTI operation: 
Agreement:
· The total number of soft channel bits is not increased if UE supports sTTI operations.
· i.e. no new UE category need to be specified for sTTI.
· Note that this does not preclude defining UE category in the future release in the sTTI operation
For supporting more than 8 HARQ processes (at least for the shorter TTI operation) without increasing the soft-buffer memory, the soft-buffer overbooking (i.e. soft-buffer is not sufficient to cover the maximum TBS for all HARQ processes) as in the case of some TDD UL/DL configurations will be needed.
Defining shared HARQ processes using the legacy 1ms TTI operation would mean that with FS1 8 DL HARQ processes (ID 0…7) could be shared between PDSCH and sPDSCH (enabling re-transmission of HARQ processes on either PDSCH or sPDSCH), the remaining 8 processes being available only for sPDSCH. With FS2, up to 15 HARQ processes (ID 0…14) could be shared and only one process would be reserved just for sPDSCH. This kind of legacy 1ms TTI PDSCH HARQ operation would not remove the need for overbooking, but the situation would be the same as if all the processes were sharable but the use of TBS larger than what sPDSCH can support would be limited. 
Therefore, 16 DL HARQ processes for the 1ms TTI operation (with N+3 reduced processing time) could be supported on a carrier with sTTI operation without any real drawback in terms of HARQ performance in case of reasonable usage of the DL HARQ processes by the eNB. In case the eNB would schedule / use all the 16 DL HARQ processes with too large overall pending TB bits and all/most TB decoding would fail, the HARQ performance due to the needed overbooking would be slightly deteriorated. As the PDSCH and sPDSCH scheduling (incl. resource allocation & MCS selection) is under eNB control, the eNB can prevent such situation and if not controlled properly, will need to deal with the consequences of reduced HARQ re-transmission combining gains. 
Therefore, we think that sharing of all 16 DL HARQ processes between sTTI and 1ms TTI n+3 operation should be supported. 
Proposal 2: Support sharing of all (16) sPDSCH HARQ processes with 1ms TTI PDSCH with reduced processing time on a cell being configured for sTTI operation to enable re-transmission of TBs either on PDSCH or sPDSCH. 
During offline discussions on this issue during RAN1#89, some chipset vendors noted the issue of having separate, faster (soft-buffer) memory for sTTI/sPDSCH in addition to the (potentially slower soft-buffer) memory for 1ms TTI/PDSCH. Clearly, with such a hardware architecture the full soft-buffer sharing will not be possible and two separated soft-buffer memory banks will be needed for such implementation (and the overall soft-buffer memory will need to be increased by the soft-buffer memory needed for sTTI/sPDSCH operation).
But even for such split, it should be technically feasible to enable re-transmission of a HARQ process using 1ms TTI /PDSCH scheduled initially transmitted with sTTI/sPDSCH (using the faster memory) to enable a smoother transition on a carrier from sTTI to TTI operation (as noted above), as the faster processing unit for sTTI would then be used to handle the same TB with a lower processing time requirement anyhow.

3.2 UL HARQ process sharing & effect on UE TX buffer
Similar considerations in terms of required number of UL HARQ processes can be done as in case of DL in the previous section. At least 12 UL HARQ processes (for N+6) will need to be supported at least for 2OS sTTI in FS1. Overall, we think that also for UL sTTI operation 16 HARQ processes to be a good compromise here. 
Proposal 3: 16 UL sTTI HARQ processes are supported independently of the sTTI length and the LTE frame structure. A 4bit HARQ-ID is to be included to the DCI formats scheduling sPUSCH.
In contrast to the UE soft-buffer management enabling overbooking, the situation on UE TX buffer for the UL data channel is not that straightforward. From UE perspective, it will not just be possible to flush some data in the UE TX buffer in case too much overall PUSCH bits are pending transmission as this would automatically lead to RLC retransmission increasing the latency dramatically. 
When scheduling 16 sPUSCH HARQ processes (with max TBS for sTTI) continuously followed by 8 PUSCH HARQ processes (with max TBS for 1ms TTI), the UE would require an UL TX buffer memory corresponding to 8x UL TX buffer for 1ms TTI + 8x UL TX buffer for sTTI which are pending for potential re-tx, i.e. larger compared to the legacy operation. Otherwise, some scheduling restrictions would need to apply, which impact the UEs continuous UL peak data rate capabilities. 
Observation 3: If the UL TX buffer memory is not increased for the shorter TTI operation, continuous dynamic PUSCH and sPUSCH scheduling achieving the UE UL peak data rate will not be possible. 
Clearly, the UE transmission buffer memory requirements are smaller as those of the soft-buffer memory, as at the memory requirements for the same TBS at the transmitter side is larger than the soft-buffer memory needed at the receiver end. Moreover, the UL peak data rate of useful (non-marketing) UE categories is much below the DL peak data rate, as the number of supported CCs and SU-MIMO layers is for UL much below the DL capabilities. Therefore, also the effect of UL TX buffer memory on the chipset cost is not as large compared to the soft-buffer memory. 
Taking this into account, we think that in principle the UE should be required to support dynamic scheduling with sPUSCH and PUSCH and continuously achieving the UEs UL peak data rate. Therefore, a UE supporting slot-level TTI should be required to support about 50% more UL TX buffer memory (plus 8x 7OS max. UL TBSs) whereas for 2OS sTTI operation the required increase would only be in the order of 17%. 
Proposal 4: An sTTI UE should support the UL peak data rate also for dynamic PUSCH and sPUSCH scheduling, i.e. the UE is required to support an increased UL TX buffer memory size of ~50% for slot-level sTTI and ~17% for 2OS sTTI. 
Having the UL TX buffer memory size requirements clarified, we can now take a more detailed look on the sPUSCH and PUSCH HARQ process sharing. Clearly, as the UL TX buffer is not to be doubled compared to legacy UEs some scheduling restrictions will still apply. But independently if only partial UL HARQ process sharing (of 8 UL HARQ processes) or full UL HARQ process sharing (of 16 processes) is enabled, the eNB will still have the same scheduling restriction of only being able to schedule up to 8 HARQ processes with the larger TBS of the 1ms TTI. Therefore, we suggest to support full (16) UL HARQ process sharing of sPUSCH and PUSCH. The management of the UL TX buffer should be left to the eNB and no further restrictions are to be specified. As asynchronous UL HARQ will be needed to enable efficient HARQ process sharing of sPUSCH and PUSCH, clearly the 1ms TTI with reduced processing time operation (i.e. N+3) can be directly used in here. 
We therefore propose: 
Proposal 5: Support sharing of all (16) sPUSCH HARQ processes with 1ms TTI PUSCH with reduced processing time on a cell being configured for sTTI operation to enable re-transmission of TBs either on PUSCH or sPUSCH.

4	Effect of maximum UE processing capabilities
During RAN1#88bis [4] this issue of managing the maximum UE processing capabilities has been identified and a related RAN1 conclusion could be reached in an email discussion following RAN1#88bis [5]:
· Regardless of the UE’s capability of decoding PDSCH and sPDSCH or encoding PUSCH and sPUSCH assigned with C-RNTI/SPS C-RNTI in the same subframe for a given carrier, to enable efficient UE implementation (i.e. not requiring unnecessarily high decoding/encoding capabilities), some solutions or restrictions are needed for the case of dynamic switching from PDSCH scheduling to sPDSCH scheduling and PUSCH scheduling to sPUSCH scheduling to guarantee that a UE’s maximum processing capability is not violated at any given time. 
· No solutions or restrictions are seen as needed for continuous sPDSCH and for continuous sPUSCH only scheduling.
· No solutions or restrictions are seen as needed for continuous PDSCH and for continuous PUSCH only scheduling. 
· FFS: Whether any solutions or restrictions are needed for the case of dynamic switching from sPDSCH to PDSCH and sPUSCH to PUSCH.
· FFS: Whether the proposed solutions or restrictions have specification impact.
During RAN1#89 the discussions continued and the following working assumption has been taken for PDSCH/sPDSCH:
Working assumption:
In case of dynamic switching from PDSCH scheduling within subframes n-X to n-1 to sPDSCH scheduling in subframe n over a given carrier, if UE’s maximum processing capability is violated due to a need for decoding the sPDSCH received within a given subframe, a UE may stop processing the PDSCHs received during the past X subframes.
· The value of X is defined as a UE capability, and take a value between 0 to k-1, where k is the time between PDSCH reception and the associated feedback
· A UE should provide HARQ ACK/NACK feedback for the PDSCHs where processing has been stopped.
· FFS how maximum processing capability is defined

4.1 PDSCH to sPDSCH transition case
Let’s first focus here on the PDSCH/sPDSCH case, which had been brought and explained in the background section of [6]. Based on an earlier agreement from RAN1#87, there is a UE capability indicating the supportof parallel decoding of PDSCH and sPDSCH assigned in the same subframe. A UE supporting this capability clearly requires a higher maximum processing capability compared to some other UE not supporting it. Therefore, in case some restrictions will be needed, less restrictions would be needed for UE capable of simultaneous PDSCH/sPDSCH compared to UEs that are not capable. 
Observation 4: Whether the restrictions are needed or the extent of any restrictions for the case of dynamic switching from sPDSCH to PDSCH should be also dependent on the UE capability supporting simultaneous PDSCH/sPDSCH reception. 
We think that UEs being capable of simultaneous PDSCH/sPDSCH operation should support dynamic PDSCH/sPDSCH switching without any additional limitations.
Proposal 6: For simultaneous PDSCH/sPDSCH reception capable UEs, no solutions or restrictions are seen as needed for the case of dynamic switching from PDSCH scheduling to sPDSCH scheduling. 
Let’s now actually take a look on how much processing (in terms of PDSCH/sPDSCH Turbo Decoding) a UE is actually required to perform in a certain time limit. 
When calculating the amount of DL-SCH data a UE needs to process within a given period of time, the allowed UE processing time needs to be considered. For the legacy 1ms TTI with a N+4 timing relationship, within a TTI the scheduled data of the previous 4 TTIs (assuming no shortened processing time for TTI) is pending for (PDSCH turbo decoding) processing which can be formulated as 
.
Above equation illustrates that a UE in TTI#n processes 1/4th of each the four TTI#[n,n-1,n-2 and n-3]. Equivalently it processes load of 1TTI within a TTI. 
Similarly for sTTI sPDSCH scheduling, here assuming a N+X relationship in the processing time, the same can be formulated for sPDSCH scheduling only
.

If we now consider the combined processing load of sPDSCH and PDSCH scheduling, assume the time granularity in the sTTI length and a processing time of N+X for the sTTI and normalize it with the max PDSCH data per 1ms TTI (i.e. DL peak data rate on a single carrier), we could formulate the normalized instantaneous processing load in sTTI#n of subframe TTI#K
,
where M is the number of sTTIs per subframe/TTI (i.e. M=6 for 2OS sTTI, M=2 for slot-level sTTI).
In Figure 1, we show the time dependency of such normalized UE processing load a UE needs to decode/perform per sTTI when being scheduled with PDSCH (before sTTI#0) following by consecutive scheduling of 2OS sTTI sPDSCH (assuming N+6 timing). Figure 1 shows two curves: One for the same maximum spectral efficiency (peak data rate) of 1ms TTI and sTTI (i.e. sPDSCH_Data=Max_PDSCH_Data/M, PDSCH_Data=Max_PDSCH_Data) in green and the second curve in red assumes the 2OS sTTI to have half the DL peak data rate (e.g. as only 2-stream MIMO compared to 4-stream MIMO, sPDSCH_Data=Max_PDSCH_Data/(2*M)) compared to 1ms TTI (PDSCH_Data=Max_PDSCH_Data). The nominal processing load in this figure is given by the 1ms TTI UE required processing (i.e. continuous scheduling PDSCH with UE peak data rate). 
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Figure 1: Nominal UE processing load (Turbo decoding) when switching from
continues PDSCH to sPDSCH scheduling.

As can be seen from Figure 1, in case the 2OS sPDSCH peak data rate is the same as for 1ms TTI, there will be a peak of 175% compared to the nominal instantaneous processing load. In case the peak data rate of sPDSCH is only half compared to PDSCH (which for some setups may be a common assumption, e.g. due to the limited number of MIMO layers), the peak overshoot will only be at 25%. 
We think that such kind of calculation model in terms of nominal processing load as well as a related UE capability could be used by the eNB to manage the UE processing load (and to avoid unpredictable dropping of PDSCH decoding for some scheduled process at the UE). The eNB could, by having such a model of the processing capability, calculate the required instantaneous processing load based on its earlier scheduling decisions and by just refraining to schedule too many consecutive sTTIs/too high MCS to not exceed the BB capability of the UE. Therefore, we think that the maximum normalized instantaneous processing load could be a good UE capability for signalling to the eNB. 
In Figure 1, we did not specifically weight the sTTI processing to be more demanding for the UE. Some weighting of the sTTI processing compared to TTI processing could be introduced (if seen needed by chipset vendors) to stress the higher requirements for the UE by some additional scaling factor , such that
.
We show such examples again for both case, same peak data rate in Figure 2a and sPDSCH peak data rate being half of the PDSCH peak data rate in Figure 2b. The nominal processing capability here is given by constant PDSCH scheduling with UE peak data rate. 
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(a)																(b)
Figure 2: Instantaneous UE processing load for the same peak rate of sPDSCH and PDSCH (a) and sPDSCH peak data rate being half of the PDSCH peak rate (b). Different scaling factors [1…3] for more stringent processing of sPDSCH compared to PDSCH. 
As visible for all Figures, the UE capability indicated by the UE would need to be at least as high as the one for continuous PDSCH (given by sTTI<0 in Figures 2a/b) or sPDSCH scheduling (given by sTTI>25 in Figures 2a/b). 
In case the UE will be scheduled with too high processing capability, we just need to define dropping rules for 1ms PDSCH in this case. The simplest in this respect would be to stop decoding the latest scheduled 1ms TTI PDSCH (in SF n-1), followed by PDSCH in n-2 – until the calculated instantaneous processing load is below the indicated UE capability, in the spirit of the suggested UE capability of the working assumption from RAN1#89. 
Such UE capability definition (or similar) has the advantage compared to the one suggested in the working assumption from RAN1#89, because the eNB (1) knows when the UE processing capability will be exceeded based on the own scheduling decisions and (2) take such knowledge into account in order to prevent excessive (or any) PDSCH decoding dropping. 
Proposal 7: Define the UE processing capability in terms of maximum normalized instantaneous processing capability, as such type of definition & capability will enable the network to prevent (excessive) PDSCH dropping. 

4.1 PUSCH to sPUSCH transition case
The situation on the UL side is again a bit different. First, simultaneous PUSCH/sPUSCH transmission is not possible based on a RAN1#88bis agreement and the UE should prioritize sPUSCH transmission (with the PUSCH handling details still being open). Therefore, in contrast to DL data reception there is no different UE capability there. Another thing to consider is, that the required UE processing for PUSCH/sPUSCH preparation is much lighter compared to the PDSCH/sPDSCH decoding as noted already during the SI phase. Therefore, we think that specifically for UL direction no restrictions are needed on the back-to-back scheduling of PUSCH and sPUSCH. 
Proposal 8: No solutions or restrictions are seen as needed for the case of dynamic switching from PUSCH scheduling to sPUSCH scheduling. 



5	Conclusions
This contribution discusses the HARQ process operation/sharing to support dynamic switching between 1ms TTI and sTTI. 
The discussions on HARQ can be summarized in the following observations and proposals:
Observation 1: HARQ process sharing of sTTI and TTI operation will improve the PHY latency and performance for dynamic sTTI and TTI switching.
Observation 2: HARQ process sharing of sTTI and TTI enables soft-buffer memory sharing for sPDSCH and PDSCH as well as UE TX buffer sharing of sPUSCH and PUSCH, reducing the overall UE memory requirements.
Proposal 1: 16 DL sTTI HARQ processes are supported independently of the sTTI length and the LTE frame structure. A 4bit HARQ-ID is to be included to the DCI formats scheduling sPDSCH. 
Proposal 2: Support sharing of all (16) sPDSCH HARQ processes with 1ms TTI PDSCH with reduced processing time on a cell being configured for sTTI operation to enable re-transmission of TBs either on PDSCH or sPDSCH. 
Proposal 3: 16 UL sTTI HARQ processes are supported independently of the sTTI length and the LTE frame structure. A 4bit HARQ-ID is to be included to the DCI formats scheduling sPUSCH.
Observation 3: If the UL TX buffer memory is not increased for the shorter TTI operation, continuous dynamic PUSCH and sPUSCH scheduling achieving the UE UL peak data rate will not be possible. 
Proposal 4: An sTTI UE should support the UL peak data rate also for dynamic PUSCH and sPUSCH scheduling, i.e. the UE is required to support an increased UL TX buffer memory size of ~50% for slot-level sTTI and ~17% for 2OS sTTI. 
Proposal 5: Support sharing of all (16) sPUSCH HARQ processes with 1ms TTI PUSCH with reduced processing time on a cell being configured for sTTI operation to enable re-transmission of TBs either on PUSCH or sPUSCH.

The discussions on managing the maximum UE processing capabilities can be summarized in the following observations and proposals:
Observation 4: Whether the restrictions are needed or the extent of any restrictions for the case of dynamic switching from sPDSCH to PDSCH should be also dependent on the UE capability supporting simultaneous PDSCH/sPDSCH reception. 
Proposal 6: For simultaneous PDSCH/sPDSCH reception capable UEs, no solutions or restrictions are seen as needed for the case of dynamic switching from PDSCH scheduling to sPDSCH scheduling. 
Proposal 7: Define the UE processing capability in terms of maximum normalized instantaneous processing capability, as such type of definition & capability will enable the network to prevent (excessive) PDSCH dropping.
Proposal 8: No solutions or restrictions are seen as needed for the case of dynamic switching from PUSCH scheduling to sPUSCH scheduling. 
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