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Introduction
Related to LDPC code design, the following working assumption was made in the RAN1 #88bis meeting [1].
	Working Assumption: 
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined is {8448, 384} => Kbmax = 22
· To be confirmed automatically at RAN1#89 if no significant implementation or performance issues are identified. 
· The base graph supporting Kmax should support the following set of shift sizes Z, where :
	Z
	a

	
	2
	3
	5
	7
	9
	11
	13
	15

	j
	0
	2
	3
	5
	7
	9
	11
	13
	15

	
	1
	4
	6
	10
	14
	18
	22
	26
	30

	
	2
	8
	12
	20
	28
	36
	44
	52
	60

	
	3
	16
	24
	40
	56
	72
	88
	104
	120

	
	4
	32
	48
	80
	112
	144
	176
	208
	240

	
	5
	64
	96
	160
	224
	288
	352
	 
	 

	
	6
	128
	192
	320
	 
	 
	 
	 
	 

	
	7
	256
	384
	 
	 
	 
	 
	 
	 


· FFS by RAN1#89 whether some values can removed from the above table. 
· FFS by RAN1#89 whether some of {272, 304, 336, 368} can be added to the above table. 



In addition, the followings are agreed in the RAN1 #88bis meeting [1].
	Agreement: 
The base graph design is selected from the following alternatives:
Alt 1: One base graph covering ~1/5 <= R <= ~8/9
Alt 1a: Two nested base graphs, where: 
· Base graph #1 
· Covers info block size K: 
	Kmin1 <=K<= Kmax1, Kmin1 > Kmin, Kmax1 =Kmax
· Covers code rate R: ~1/3 <= R <= ~8/9; FFS whether Rmin can be ~1/5
· Base graph #2 
· Nested within base graph #1
· Covers info block size K: 
	 Kmin2 <=K<= Kmax2, Kmin2 =Kmin, Kmax2 < Kmax, where 512<=Kmax2<=2560
· Covers code rate R: ~1/5 <= R <= ~2/3 
· Kbmax =16 is the starting point; lower values in the range 10<=Kbmax<16 are encouraged if feasible. 
· The set of supported shift sizes is taken from the set of shift sizes supported by the base graph supporting Kmax
Alt 2: Two base graphs, where: 
· Base graph #1 
· Covers info block size K: 
	Kmin1 <=K<= Kmax1, Kmin1 > Kmin, Kmax1 =Kmax
· Covers code rate R: ~1/3 <= R <= ~8/9; FFS whether Rmin can be ~1/5
· Base graph #2 
· Not nested within base graph #1
· Covers info block size K: 
	 Kmin2 <=K<= Kmax2, Kmin2 =Kmin, Kmax2 < Kmax, where 512<=Kmax2<=2560
· Covers code rate R: ~1/5 <= R <= ~2/3 
· Kbmax = 10 is the starting point; higher values in the range 10<Kbmax<=16 can also be considered if necessary.
· The set of supported shift sizes is taken from the set of shift sizes supported by the base graph supporting Kmax
BLER Performance is the main criterion for selecting between Alts 1, 1a and 2 (since it is already assumed that complexity is not increased significantly by the addition of a second smaller base graph); decoding latency (e.g. evaluated by the number of edges) should also be considered as an important criterion.



In this contribution, we propose LDPC codes designed with the agreed parameters based on Alt 2. The evaluation results show that the proposed LDPC codes have a good performance according to the change of information block sizes and code rates. 


Performance Evaluation of Proposed QC LDPC Codes 
1.1 Evaluation Results for Proposed QC LDPC Codes 
In this section, the performance evaluation results of the proposed QC LDPC code are provided. The parameters of QC LDPC codes and the simulation assumption are presented in Table 1-1, 1-2, and Table 2, respectively, and the other details are given in the excel sheets attached separately. Note that only one shift value matrix is used for each base graph.

Table 1-1:  LDPC Parameters for Base Graph #1
	Number of information columns in base graph (Kb)
	22

	Supported shift sizes (Z)
	2:1:7, 8:2:14, 16:4:28, 32:8:56, 
64:16:112, 128:32:224, 256:64:384

	Supported information sizes (K)
	40 ~ 8448

	Minimum code rate of base graph (Rmin)
	1/5

	Number of punctured information bits 
	2Z



Table 1-2:  LDPC Parameters for Base Graph #2
	Number of information columns in base graph (Kb)
	10

	Supported shift sizes (Z)
	8:2:14, 16:4:28, 32:8:56, 
64:16:112, 128:32:256

	Supported information sizes (K)
	40 ~ 2560

	Minimum code rate of base graph (Rmin)
	1/5

	Number of punctured information bits 
	2Z








Table 2:  Simulation Assumptions
	Channel
	AWGN

	Modulation
	QPSK

	Coding Scheme
	LDPC

	Code rate
	1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	Decoding algorithm
	Sum-product algorithm with flooding scheduling (iter=50)

	Info. block length (K)
	40:8:512, 512:16:1024, 1024:32:2048, 2048:64:6144, 6144:128:8448




Z value calculation
Z value is selected as the minimum value from supported Z values such that Z*Kb >= K for given information size K and number of information column blocks of base graph Kb.

Lifting method based on single shift value matrix
A Lifting and shortening method is applied to adjust information block length. Using the lifting method, each shift values for adjusted shift sizes are easily calculated by the specified formula. For example, we can obtain the shift value matrix  for the parity-check matrix  from the exponent matrix  for the parity-check matrix  as follows: 

Here,  is the parity-check matrix consisting of  circulant permutation matrices and/or zero matrices for given integer  and  is an integer function of  and . 
[image: ]
Figure 1. Lifting technique for length compatibility

We propose the lifting function  as follows:

where  means a modulo operation . Note that for , the shift value matrices have exactly the same integer entries

Shortening
After lifting, () known bits are attached to the last part of information bits for shortening and they are not transmitted, where  is the number of information column blocks.

Operations between two base graphs
There are some cases of information lengths and code rates which can be covered by two base graphs. We need to describe which base graph covers those cases explicitly. Regarding overlapped cases between two base graphs, we propose to select a base graph according to performance. In this contribution, base graph #2 covers 40<=K<700 and 1/5<=R<=2/3 while base graph #1 covers the other cases for initial transmission.

Evaluation results
In Figures 2 and 3, we can see that the proposed QC LDPC code provides a good and stable CBLER (code block error rate) performance up to 10-4 for all information block sizes and code rates. Detailed numbers for cross-check are provided in the separated excel sheets.


[image: ]
Figure 2. Required SNR for CBLER 10-2


[image: ]
Figure 3. Required SNR for CBLER 10-4



Observation 1: The proposed QC LDPC codes support a good and stable performance at down to BLER 10-4 for considered information block sizes and code rates.

Proposal 1: Two base graphs should be selected for eMBB data transmission. 
Proposal 2: Boundary between two base graphs should be determined based on BLER performance.









Comparison of QC LDPC Codes
1.2 Evaluated Cases 
In Table 3, QC LDPC codes submitted for RAN1#89 meeting until 12th May are summarized.

Table 3:  QC LDPC codes for RAN1#89
	
	BG#1 PCM
	BG#2 PCM
	10-2 curves
	10-4 curves

	Samsung
	Submit
	Submit
	Provide
	Provide

	[2]
	Submit
	Submit
	Provide
	Provide

	[3]
	Partially submit**
	Submit
	Partially provide
	Partially provide

	[4]
	Submit
	Submit*
	Provide
	Provide

	[5]
	Submit*
	Not submit
	Provide
	Provide

	[6]
	Submit
	Partially submit
	Provide
	Not provide

	[7]
	Submit
	Submit
	Not provide
	Not provide


* There are errors in the submitted PCM

Available QC LDPC codes from [2], [3], [4], and [5] are evaluated for comparison purpose. QC LDPC codes from [6] and [7] are excluded because of 10-4 curves are not properly provided by the proponents. Evaluated PCMs are marked by red box in Table 3.
The simulation assumptions are given in Table 2. There are 2090 comparison points for BG#1 and 710 comparison points for BG#2. Detailed comparison points are given in Table 4. Evaluated cases can be smaller than these numbers because of some cases are not supported in some proposals and some cases are not finalized due to time limitation. However, it would be enough to observe the tendency.

Table 4:  Comparison Points
	
	Information sizes
	Code rates
	BLER

	BG#1
	704:16:1024, 1024:32:2048, 
2048:64:6144, 6144:128, 8448
	1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9
	10-2, 10-4

	
	704:16:1024, 1024:32:2048, 
2048:64:5056
	1/5
	

	BG#2
	40:8:512, 512:16:688
	1/5, 1/3, 2/5, 1/2, 2/3
	10-2, 10-4
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Table 5:  Comparison Points for Each Base Graph
	
	Evaluated
	Not submitted
	Not yet evaluated

	Samsung BG#1
	2090
	0
	0

	[2] BG#1 (Alt. 1a)
	1869
	0
	221

	[2] BG#1 (Alt. 2)
	1886
	100*
	104

	[3] BG #1
	305
	1782
	1

	[4] BG #1
	1849
	100*
	141

	[5] BG #1
	1255
	830
	5

	Samsung BG #2
	710
	0
	0

	[2] BG#2 (Alt. 1a)
	710
	0
	0

	[2] BG#2 (Alt. 2)
	710
	0
	0

	[3] BG#2
	710
	0
	0


* Only 1/5 code rates are not submitted

1.3 Comparison of BG #1 

BLER performance
To compare the BLER performance of QC LDPC codes, number of outliers is counted for each threshold. As shown in Figure 4, Samsung proposed QC LDPC code and [2] Alt. 2 have less outliers than others. Only Samsung proposed QC LDPC code and [2] Alt. 2 have less than 5% outliers for 0.1 dB threshold and less than 1% outliers for 0.2 dB threshold.
[image: ]
Figure 4. Portion of Outliers

Observation 2: The proposed QC LDPC codes with BG#1 show better or comparable performance than others in terms of BLER performance.
Computational Complexity
Among the well performed base graphs, we compare the computational complexity by counting number of ones in base graphs for each code rates. As shown in Figure 5, Samsung proposed QC LDPC code have less computational complexity than [2] Alt.2.

[image: ]
Figure 5. Relative Number of ones in base graphs

Observation 3: The proposed QC LDPC codes with BG#1 have better BLER performance and lower computational complexity than others.

We have included relative number of ones for the QC LDPC codes which have worse performance in Figure 6.
[image: ]
Figure 6. Relative Number of ones in base graphs


Space Complexity
Required memories to store parity check matrices for each proposal are pretty much different from each other. We compare the required shift values to represent each proposal in Figure 7. For fair comparison, only 1/3 mother code rate is considered.
[image: ]
Figure 7. Space complexity of Each Proposals for BG#1
Observation 4: The proposed QC LDPC codes with BG#1 have pretty much less space complexity than others.
Proposal 3: The proposed QC LDPC with BG#1 codes should be selected.

1.4 Comparison of BG #2 

BLER performance
To compare the BLER performance of QC LDPC codes, number of outliers is counted for each threshold. As shown in Figure 8, Samsung proposed QC LDPC codes have less outliers than others. Only Samsung proposed QC LDPC codes have less than 3.5% outliers for 0.2 dB threshold and less than 2% outliers for 0.3 dB threshold.

[image: ]
Figure 8. Portion of Outliers

Observation 5: The proposed QC LDPC codes with BG#2 show better performance than others in terms of BLER performance.
Proposal 4: The proposed QC LDPC with BG#2 codes should be selected.

1.5 Comparison of Combination of BG #1 and BG #2 
Some companies may want larger information size boundary of BG#1 and BG#2 although Samsung proposed to use 700. In this subsection, we compare the BLER performance of QC LDPC codes considering both BG#1 and BG#2 with various boundaries. As shown in Figure 9, Samsung proposed QC LDPC codes and [2] Alt.2 have less outliers than others. Only Samsung proposed QC LDPC codes and [2] Alt.2 have less than 7% outliers for 0.1 dB threshold and only Samsung proposed QC LDPC codes have less than 1% outliers for 0.2 dB threshold.

[image: ]
Figure 9. Portion of Outliers



Observations and Proposals
In this contribution, we present the following observations and proposals:

Observation 1: The proposed QC LDPC codes support a good and stable performance at down to BLER 10-4 for considered information block sizes and code rates. 
Observation 2: The proposed QC LDPC codes with BG#1 show better or comparable performance than others in terms of BLER performance.
Observation 3: The proposed QC LDPC codes with BG#1 have better BLER performance and lower computational complexity than others.
Observation 4: The proposed QC LDPC codes with BG#1 have pretty much less space complexity than others.
Observation 5: The proposed QC LDPC codes with BG#2 show better performance than others in terms of BLER performance.

Proposal 1: Two base graphs should be selected for eMBB data transmission. 
Proposal 2: Boundary between two base graphs should be determined based on BLER performance.
Proposal 3: The proposed QC LDPC with BG#1 codes should be selected.
Proposal 4: The proposed QC LDPC with BG#2 codes should be selected.


1 
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