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Introduction
In RAN1#88 meeting, an agreement was reached to adopt Polar codes for both UL and DL control channels in NR (except for very small block lengths where repetition/block coding may be preferred).  
Design of Polar codes typically assumes that each bit of a coded block goes through an identically distributed underlying binary-input discrete memoryless channel (BI-DMC).  While this assumption is true for AWGN channel, it does not necessarily hold when modulation schemes of order higher than QPSK is employed, for example, in UCI transmissions through PUSCH, different code bits may experience BI-DMC of different qualities.   
This contribution shows the performance of polar codes when using higher modulation schemes. It compares the performance for three different information bit ordering schemes. 
Performance for higher modulation schemes
Theory
For higher modulation schemes such as 16QAM and 64QAM it is possible to protect some groups of bits better than others. This is achieved by using a suitable bit-labelling. The bit-labelling is explained below. The information bit ordering schemes of Polar codes are typically designed based on the assumption that all bits experience the same protection level. It is however possible to take advantage of the knowledge of the different protection levels by using a suitable information bit ordering scheme. 
0. Bit-labelling
Figure 1 shows one possible bit-labelling for a 16QAM constellation. With this labelling the protection levels of the bits  , forming a 16QAM modulation symbol are:  .
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Figure 1. Bit-labelling for 16QAM constellation

Figure 2 shows one possible bit-labelling for 64QAM. With this labelling the protection levels of the bits  , forming a 64QAM modulation symbol are:  .
[image: ]
Figure 2. Bit-labelling for 64QAM constellation


0. Methods of Generating Information Set
Three methods of generating an information set of size  for a polar code of length  are considered. As opposed to method 3, methods 1 and 2 do not consider the fact that the bits forming one modulation symbol have different protection levels when using higher modulation schemes. 
1. PW Sequence [1]:  The info set is chosen according to the -expansion formula with .

1. Density Evolution (DE): Evaluation of the subchannel error probabilties  via density evolution assuming a symmetric AWGN channel. Given that  is the probability density function of LLR of the original channel  when 0 is transmitted, the rule of calculating the densities is 

Here  denotes the convolution in the variable domain and  denotes the convolution in the check node domain. After  is calculated the probability  is calculated via integration of  over the interval . For implementation efficiency the densities are quantized with quantization step size  on . The check node domain update is done using a table method as described in [2].  In this study, the parameters are:  = 40= 0.5.

1. BER-based:  The info set is formed by the indices of  bit-channels with the smallest bit-error rates from a successive decoder (SC) when all previously decoded bits are assumed to be correct.
In order to isolate the issue of puncturing pattern design, in this study, only Polar code sizes  are considered, hence requiring no puncturing after encoding.

Simulations
[bookmark: _Ref477885410]In this section, we present numerical results to compare the performance when using the above 3 methods to generate information bit ordering sequences.

[bookmark: _Ref462125875]Settings 
The additive Gaussian noise is added with variances derived from the specified .  A standard Successive Cancellation List (SCL) decoder is used for all simulations based on the following parameters:
· CA-Polar with =16+3 bit CRC. 
· The decoder uses the 19 CRC bits to select the best code-word from the final list. 
· List sizes,  = 8.
· Rates R = 1/6, 1/3, ½, 2/3, where , where  is the number of data bits excluding CRC, and  is the number of coded bits transmitted over the channel.
· Decoder rate:  
· CRC polynomials is given by [3]:

.
Modulation with:
· QPSK, 16QAM, 64QAM, bit-labelling as given in Figure 1 and Figure 2.

0. Results
Simulation results according to above settings are shown below in Figure 4 – Figure 6.
For QPSK, the different code bits do not experience BI-DMC of different qualities. All information bit ordering designs show very similar performance.
For higher modulation schemes, such as 16QAM and 64QAM, the different groups of code bits experience BI-DMC of different qualities. The PW-sequence method and the DE-method cannot make advantage of this knowledge as they assume BI-DMC of identical qualities. The BER-method however takes into account this fact and outperforms the other two methods.  The performance gain tends to be more significant at low code rates.
In summary, we have the following observations.

Observation 1 For QPSK, all information bit ordering designs show very similar performance  
Observation 2 For higher modulation schemes, such as 16QAM and 64QAM, info-set generation methods that account for the different bit reliability levels within a modulation symbol tend to outperform those that do not, especially at low coding rates.

1. The information set design method should consider the different bit reliability levels within a modulation symbol when using higher modulation schemes.
1. Further study Polar code design for higher modulation schemes.
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Figure 4. Performance of different information set designs for AWGN channel with QPSK
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Figure 5. Performance of different information set designs for AWGN channel with 16QAM

[image: ]
Figure 6. Performance of different information set designs for AWGN channel with 64QAM


Conclusions
In this contribution we studied the impact of information bit ordering sequence when higher order modulation is used. Based on the simulation results, we made the following observations and proposals:

Observation 1 For QPSK, all information bit ordering designs show very similar performance  
Observation 2 For higher modulation schemes, such as 16QAM and 64QAM, info-set generation methods that account for the different bit reliability levels within a modulation symbol tend to outperform those that do not, especially at low coding rates.

1. The information set design method should consider the different bit reliability levels within a modulation symbol when using higher modulation schemes.
1. Further study Polar code design for higher modulation schemes.
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