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Introduction
For RAN1#89 the following was concluded:
Study until RAN1#89 polar code construction techniques to facilitate early termination (i.e. before decoding all the information bits) without degrading BLER performance or latency (especially considering the time for deinterleaving the information and assistance bits) compared to purely implementation based methods such as path-metric based pruning
· e.g. assistance bits distributed in the codeword in such a way that error detection can be performed after partial decoding
· Investigate performance, complexity and FAR impacts
· Study of use of data-independent scrambling to facilitate early termination is also not precluded


At RAN1#88bis the following agreement was reached:
· J CRC bits are provided 
· J may be different in DL and UL
· J may depend on the payload size in the UL (0 not precluded)
· In addition, J’ assistance bits are provided in reliable locations 
· J + J’ <= the number of bits required to satisfy the FAR target (nFAR) + 6
· Working assumption: 
· For DL, nFAR = 16 (at least for eMBB-related DCI)
· For UL, nFAR = 8 or 16 (at least for eMBB-related UCI; note that this applies for UL cases with CRC)
· J’>0
· Working assumption: J”<=2 additional assistance bits are provided in unreliable locations
· The J’ (and J” if any) bits may be CRC and/or PC and/or hash bits (downscope if possible)


In this contribution, we present evaluation results for early termination of the DCI blind decoding operations.

Code Construction Evaluated
We use the parity bit scheme from [1] for evaluation of an early termination scheme. The parity bits are distributed evenly among the information bits only, i.e. not among the CRC bits. For the cases where the number of information bits are not evenly dividable by the number of parity bits we keep track of fractional parity bits per information bit and insert a parity bit when the accumulated parity bits crosses an integer number of parity bits. As an example, if 7 information bits (excluding CRC) are to be transmitted, then the 3 parity bits (‘P’) are distributed among the 7 information bits (‘I’) in this order: I, I, I, P, I, I, P, I, I, P. 
In the SCL decoder the parity bits are treated as normal information bits in terms of LLR update and sorting of candidate paths. The difference is, at each of the parity bit, an additional step is performed to see if there are candidate paths that satisfy the single parity checks. When there are no surviving candidate paths that fulfil the parity check the decoding is terminated. Two variants of the parity check scheme have been tested. 
Option A. Only the latest processed parity bit is used to determine if the decoding should be terminated. This is marked as “latest” in the legend of plots; 
Option B. The latest processed parity bit and all previously processed parity bits, if any, are used to determine if the decoding should be terminated. This option is marked as “all” in the legend of plots.
To judge the processing time reduction of the early termination scheme a simple model of the decoder processing time is used. We assume each bit (regardless of the bit type being frozen or information) contribute with one decoding time unit due to LLR calculations, and each information bit contribute with one additional decoding time unit due to list sorting and selection. Table 1 shows the used relative processing time when stopping after a specific bit. Note that the simulation only considers the parity bits for early termination. The CRC bits are just examples of potential gains if they are included in the early stopping criteria.
As can be observed from Table 1, the relative processing time when stopping at Parity bit 1, 2, or 3, is a function of the location of each parity bit. Since the rate matching algorithm affects the location of the information bits, frozen bits, and parity bits, the relative processing time varies with the rate matching algorithm.

[bookmark: _Ref482222986]Table 1. Relative processing time when stopping after a specific bit
	Case
	Relative decoder processing time, when stopping at

	K
	M
	Rate matching
	Parity bit 1
	Parity bit 2
	Parity bit 3
	First CRC bit
	Last CRC bit

	20
	96
	Split-natural – Type I
	0.518
	0.653
	0.771
	0.782
	1.000

	20
	96
	Bit-reversed – Type II
	0.406
	0.624
	0.735
	0.747
	0.994

	20
	192
	Split-natural – Type I
	0.664
	0.799
	0.869
	0.876
	1.000

	20
	192
	Bit-reversed – Type II
	0.651
	0.775
	0.849
	0.856
	0.997

	20
	384
	Split-natural – Type I
	0.819
	0.892
	0.930
	0.933
	1.000

	20
	384
	Bit-reversed – Type II
	0.807
	0.877
	0.919
	0.922
	0.998

	20
	768
	Natural – Type I
	0.819
	0.892
	0.930
	0.933
	1.000

	60
	96
	Split-natural – Type I
	0.390
	0.619
	0.819
	0.829
	1.000

	60
	96
	Bit-reversed – Type II
	0.314
	0.552
	0.786
	0.795
	0.995

	60
	192
	Split-natural – Type I
	0.583
	0.760
	0.888
	0.893
	1.000

	60
	192
	Bit-reversed – Type II
	0.530
	0.722
	0.867
	0.873
	0.997

	60
	384
	Split-natural – Type I
	0.736
	0.862
	0.936
	0.939
	1.000

	60
	384
	Bit-reversed – Type II
	0.677
	0.837
	0.924
	0.928
	0.998

	60
	768
	Natural – Type I
	0.736
	0.862
	0.936
	0.939
	1.000



Note that the need of early termination only exists for DCI, where UE performs numerous blind decoding when attempting to detect a DCI. For UCI, there is no blind decoding, and therefore no need of early termination. Unless a substantial benefit is found in reducing the blind decoding effort on the downlink, a unified Polar code construction is more desirable.
[bookmark: _Ref178064866]Simulation setup
Two different information block sizes have been tested using DCI simulation assumption: 
· 20 bits + 16 bits CRC and 
· 60 bits + 16 bits CRC.
Four different transmitted code sizes have been tested: 96, 192, 384 and 768 bits. These code sizes correspond to 1, 2, 4, 8 aggregation levels. As agreed for NR PDCCH, one CCE is composed of 6 REGs, and one REG is composed of 12 REs in an OFDM symbol. Further, although it is not decided yet, in this study it was assumed that DMRS poses 1/3 overhead (4 RE for one REG), leaving 8 REs available for carrying QPSK symbols of PDCCH in a REG. 
For 768 transmitted bits simple repetition “Natural – Type I” with mother code block size of 512 bits has been used. For the other block sizes both “Bit-reversed – Type II” and “Split-natural – Type I” have been simulated [4].
· “Natural – Type I”:
· Repeat code bits with indices , i.e. the first ) bit positions.
· “Natural – Type I” is indicated with “rep” in the legend of the plots.
· “Bit-reversed – Type II”:	
· Puncture code bits with indices given by bit reversing , as described in [2][4].
· “Bit-reversed – Type II” is indicated with “bitr” in the legend of the plots.
· “Split-natural – Type I”: 
· Puncture the first bits naturally from bit index 0, and additional bits if needed are punctured alternately from  and , as described in [3][4].  
· “Split-natural – Type I” is indicated with “start” in the legend of the plots.

The information bit ordering sequence (or equivalently, frozen bit sequence) is based on the design in [2].
Effectiveness of Early Termination
[bookmark: _Ref462125875]The evaluation of the early termination focus on the scenario where a UE attempts blind decoding on data not intended for it. Therefore the decoder input is modelled as random QPSK symbols with AWGN. The simulations estimate the decoder processing time when early termination is enabled via 3 single parity check bits, with respect to decoding with no early termination.
The relative decoder processing time is shown in Figure 1 – Figure 4 for SCL with list size L={4, 8, 16, 32}.
The simulation results show that:
· Terminating using the latest parity bit alone (Option A, “latest”) is not as effective as terminating using all parity bits up to the latest parity bit (Option B, “all”).
· When considering all cases, decoder processing time is not reduced significantly by either Option A or Option B.
· When L=4 is used, most cases have processing time reduction of 2% - 11%.
· When L=8 is used, most cases have processing time reduction of 1% - 4%. 
· When L=16 or L=32 are used, most cases have processing time reduction of <1%.
· High code rate (e.g., R=2/3) cases benefit more from early termination.
· When L=4 is used,  R=2/3 case can benefit from 24% processing time reduction with Option B, and 18% reduction with Option A.
· When L=8 is used, R=2/3 case can benefit from 14% processing time reduction with Option B, and 10% reduction with Option A. 
· When L=16 is used,  R=2/3 case can benefit from 7% processing time reduction with Option B, and 5% reduction with Option A.
· When L=32 is used,  R=2/3 case can benefit from 3% processing time reduction with Option B, and 2% reduction with Option A.
· Low code rate (e.g., R<1/2) cases benefit little from early termination.
· Decoding processing time reduction decreases as decoder list size L increases. 
· If one wishes to use large L size, e.g., L=16 or L=32, for future UE implementation, then processing time reduction is expected to be negligible.
· For decoder implementation with small L, e.g., L=1 or L=2, decoding time is short relative to large L already. Processing time reduction for small L is therefore not necessary or essential.

Observation 1 Overall, decoder processing time is not reduced significantly by either decoder implementation Option A (‘latest’) or Option B (‘all’).
Observation 2 Decoder processing time reduction can be substantial only when the code rate is high (e.g., R=2/3).
Observation 3 Decoder processing time reduction is negligible when the code rate is low (e.g., R<1/2).
Observation 4 Decoding processing time reduction decreases as decoder list size L increases. 
Observation 5 Decoder processing time reduction is negligible when the decoder complexity is high, while the reduction is not needed when decoder complexity is already low.

Since the early termination gain is relatively modest for most of the practical cases, we propose not to complicate the simple CA-Polar scheme with an early termination scheme. Not even an early termination scheme with as low complexity as the Parity bit Polar scheme.
1. Do not include support for early termination in the polar coding scheme for DCI and UCI.
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Figure 1. Relative processing time using early termination for Parity bit Polar with 3 parity bits. SCL decoding with list size L=4.

[image: ]Figure 2. Relative processing time using early termination for Parity bit Polar with 3 parity bits. SCL decoding with list size L=8.
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Figure 3. Relative processing time using early termination for Parity bit Polar with 3 parity bits. SCL decoding with list size L=16.
[image: ]
Figure 4. Relative processing time using early termination for Parity bit Polar with 3 parity bits. SCL decoding with list size L=32.


Other Performance Metrics

First we look at the false alarm rate (FAR). The FAR tests are done with random QPSK symbols plus AWGN as input to the decoder.  As expected the 3 parity bits plus 16 bits CRC scheme has similar FAR performance as the CA-Polar scheme with 16+3 bit CRC.

[image: ]Figure 5. False alarm rate for CA-Polar and Parity bit Polar with 2, 3 and 4 parity bits. 

Then we look at the BLER performance for the 3 parity bit scheme and compare it to CA-Polar. The performance of the Parity bit Polar with 3 parity bits and CA-Polar with 16+3 CRC schemes are practically identical for all tested cases. In terms of comparison between puncturing schemes, the “Split-natural – Type I” puncturing scheme (marked with “start” in the legend) performs better than the “Bit-reversed – Type II” puncturing scheme (marked with “bitr” in the legend) by 0.15 to 0.25 dB (at BLER=0.001) for all code rates and information block lengths tested.


[image: ]Figure 6. BLER for K=20 information bits for CA-Polar and Parity bit Polar with 3 parity bits.

[image: ]Figure 7. BLER for K=60 information bits for CA-Polar and Parity bit Polar with 3 parity bits.

[bookmark: _GoBack]Conclusions
In this contribution we made the following observations:
Observation 1 Overall, decoder processing time is not reduced significantly by either decoder implementation Option A (‘latest’) or Option B (‘all’).
Observation 2 Decoder processing time reduction can be substantial only when the code rate is high (e.g., R=2/3).
Observation 3 Decoder processing time reduction is negligible when the code rate is low (e.g., R<1/2).
Observation 4 Decoding processing time reduction decreases as decoder list size L increases.
Observation 5 Processing time reduction is negligible when the decoder complexity is high, while the reduction is not needed when decoder complexity is already low.

Based on the discussion in this contribution we propose the following:
1. Do not include support for early termination in the polar coding scheme for DCI and UCI.
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