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1. Introduction 
There has been an email discussion on soft buffer handling and the maximum number of HARQ processes for NR, the outcome of which is captured in [1], with the following observations:
On maximum number of HARQ processes

· Processing delay (e.g., scheduling, decoding, transmission, fronthaul/backhaul delays), scheduling granularity (e.g., numerology, slot length), and peak rate will nominally determine the maximum number of HARQ processes.

· More HARQ processes can allow the network to handle larger processing delays without necessarily sacrificing peak throughput at the physical layer, but potentially at a cost of increased buffering depending on performance requirements

· The HARQ process ID field in DCI would need to be large enough to accommodate the maximum number of HARQ processes.

· The timing requirements such as K0, …, K3 are also specification aspects that are closely related to the max # HARQ processes.

· The number of HARQ processes needed by the uplink and downlink could be different.

On soft buffer size aspects, including dimensioning and partitioning

· Generally, soft buffer size may not necessarily have a linear relationship to the number of HARQ processes. However, some notion of soft buffer dimensioning/partitioning can have an impact to the minimum code rate supported on each HARQ process when operating at peak rate.

· There are several solutions for managing the buffer size to meet the peak rate under the required number of HARQ processes, for which there are various tradeoffs in energy efficiency, latency, and hardware complexity.

· If the time span over the HARQ processes which are needed to sustain the peak rate can be reduced (e.g., by improving the RTT, such as through faster processing or reduced propagation delay), then implementations for the overall HARQ buffer can benefit. 

· The soft buffer size requirements would nominally be associated with UE capability and should reflect some target configuration (e.g., numerology, RTT, peak rate).

The observations are a good foundation on which to determine the soft buffer sizes and the maximum number of HARQ processes, however the actual values for these parameters need to be specified.

This document considers some of the issues that were brought up in the email discussion that we feel require further consideration. We do not intend to cover points that have been previously well discussed by Sony and other companies in the email discussion. The specific areas that we consider in this document are:

· K0: Delay between DL grant and corresponding DL data (PDSCH) reception
· K3: Impact of eNodeB processing delay on soft buffer size
· Tradeoff between soft buffer size and hardware complexity, including assumptions on the cost of the soft buffer
2. Discussion
2.1
K0: Delay between DL grant and corresponding PDSCH reception
K0 is defined as: K0: Delay between DL grant and corresponding DL data (PDSCH) reception.
There was general agreement in the email discussion that the value of k0 = 0. However we are concerned that companies answered this question from the perspective of subframe structure rather than from the perspective of UE processing.

From the perspective of subframe structure, we agree that k0 = 0. i.e. PDSCH can immediately follow PDCCH, as shown in Figure 1.
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Figure 1 – k0 definition from the perspective of subframe structure

However from the perspective of UE processing, we think that k0 cannot be zero. Between a DL grant being transmitted and PDSCH being received by the UE, the UE needs to perform the following functions that consume time:

· A: channel estimation of PDCCH

· B: physical and transport channel processing of PDCCH candidates involving multiple blind decoding attempts

· C: parsing of the DCI (e.g. software operations required to interpret the DCI)

· D: setting up the PDSCH physical channel processing hardware to channel estimate and start physical channel processing of the PDSCH
While the above functions are being performed, FFT samples related to the PDSCH need to be stored in a front-end buffer and there is a UE implementation tradeoff between the size of that buffer and the size of the PDCCH decoding hardware. 
The UE processing timeline that affects the receive value of k0 is illustrated in Figure 2. From this figure, it is clear to us that at the receiver, the value of k0 is greater than zero. If PDCCH processing were to be implemented as a separate hardware / software processing block in the UE, it may make sense for k0_rx to equal a slot duration (for the maximum SCS that the UE could decode): that would allow the PDCCH processing block to remain fully utilised (at the expense of PDSCH FFT sample buffering). 
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Figure 2 – k0 definition from the perspective of UE decoding

Proposal 1: k0 accounts for the time taken to perform control channel decoding at the UE. k0 > 0.

2.2
K3: Impact of eNodeB capability processing delay on soft buffer size
K3 is defined as: K3: Delay between ACK/NAK reception in UL and corresponding retransmission of data (PDSCH) on DL
K3 is accounts for the eNodeB to perform the following actions:

· PUCCH decoding (decoding of ACK / NACK from UE)

· scheduling of DL retransmission

· transport channel processing of PUSCH

For LTE, this processing delay is defined as 3ms: this is the same as the delay assigned by the UE to perform DCI decoding, PDSCH decoding and PUCCH encoding, while also allowing a time budget for propagation delay.

From a UE vendor perspective, it is puzzling that a sophisticated and costly gNodeB that can rely on mains power and significant processing resources, essentially unrestricted by form factor or thermal restrictions (in comparison to a UE), requires the same amount of time for seemingly simple functions as the time required for the UE to perform sophisticated signal processing in a small form factor with power and thermal restrictions. We think that infrastructure equipment manufacturers could try harder to reduce the time K3: in any case, we think that K3 should be significantly less than K0 + K2. 

Proposal 2: gNodeB processing should be assumed to be faster than UE processing. K3 << K0 + K2.
We accept that there will be a range of gNodeB implementations and that K3 will not be specified in RAN1 specifications. However K3 has an impact on UE soft buffer dimensioning. When determining soft buffer sizes, the assumptions on K3 should be based on a realistically achievable value that assumes an aggressively designed gNodeB using the technology available when 5G is deployed. Less state of the art gNodeBs are still free to implement a laxer value for K3, but those gNodeBs will not be able to support peak rates with HARQ (which would just be a design choice for those gNodeBs).

Proposal 3: K3 should be realistic for a state of the art 5G gNodeB in the timescale of 5G deployment.   
2.3
Relative Cost of Soft Buffer vs Hardware Processing
In the email discussion, issues of the relative cost of soft buffer memory vs hardware processing were brought up, particularly by Apple and Mediatek:

Mediatek: For high peak data rate, soft buffer is usually implemented in external memory (e.g. DRAM) because it’s already too large to be implemented in internal memory so the hardware cost of soft buffer is less significant than hardware cost of processing capability.  

Apple: It is known that existing modem architecture supports HARQ buffer off-loading, but there is also potential cost associated with it (e.g. extra power consumption).
We agree with the view that there is a tradeoff between hardware decoding complexity and soft buffer size. 
The impact of power consumption through the use of off-chip DRAM is one of the factors when considering soft buffer size (as brought up by Apple). From a power consumption perspective, it is thus desirable for the HARQ soft buffer to be on chip, or at least to allow for such low power designs. Hence RAN1 should consider the soft buffer to be an expensive resource that should be minimised.

Proposal 4: HARQ soft buffer memory is treated as a significant expense in the UE and should be minimised.
Proposal 5: HARQ soft buffer sizes should achieve a balance between HARQ soft buffer cost and hardware processing complexity.

3.   Conclusion

This document has considered how PDCCH decoding and eNodeB processing affect the HARQ timeline and soft buffer memory. It has also considered the relative cost of soft buffer memory and hardware processing. The following proposals are made:
Proposal 1: K0 accounts for the time taken to perform control channel decoding at the UE. K0 > 0.

Proposal 2: gNodeB processing should be assumed to be faster than UE processing. K3 << K0 + K2.

Proposal 3: K3 should be realistic for a state of the art 5G gNodeB in the timescale of 5G deployment.   

Proposal 4: HARQ soft buffer memory is treated as a significant expense in the UE and should be minimised.

Proposal 5: HARQ soft buffer sizes should achieve a balance between HARQ soft buffer cost and hardware processing complexity.
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