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Introduction
In RAN1#87, Polar codes were adopted as channel coding for uplink control information and downlink control information for eMBB system except for very small block length [1]. A detailed design of Polar codes is proposed in [4] for control channel in eMBB system. A single CRC for joint dectection and CRC-aided SCL decoding (CA-SCL) is propsed in the contribution [4]. The additional CRC bits are used to achieve normalized FAR rate in the SCL decoder. It can provide same false alarm rate with lower additional CRC overhead. CA-SCL [4] and Parity check SCL (PC-SCL) [2] are compared and discussed extensively in [4][5][6][7][8].  The performance comparison between CA-SCL and PC-SCL is depicted in Figure 1.
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Figure 1. Performance comparison between CA-SCL and PC-SCL
In CA-SCL, the CRC length is set to 19 bits to normalize the false alarm rate with L=8. In PC-SCL, the CRC bits is set as 16 bits to provide the same level of false alarm rate in LTE. It is seen that the performance of CA-SCL with L=8 is better than PC-SCL with L=8, especially for small information block lengths and high coding rates.
Observation 1: CA-SCL outperforms PC-SCL with list size 8.
A CA-PC (CA concatenated with PC) scheme is proposed to improve the perforamnce by selecting 4 best candidate paths from L=8 candidate paths prior to checking the CRC.  
In this contribution, we will further compare CRC-assisted Polar codes and some variations of CA-PC for control channel for CRC false alarm protection equivant to 16 bits based on the following evaluation agreement from RAN1#88b [7]:
Agreement:
· J CRC bits are provided (which may be used for error detection and may also be used to assist decoding and potentially for early termination)
· J may be different in DL and UL
· J may depend on the payload size in the UL (0 not precluded)
· In addition, J’ assistance bits are provided in reliable locations (which may be used to assist decoding and potentially for early termination)
· J + J’ <= the number of bits required to satisfy the FAR target (nFAR) + 6
· Working assumption: 
· For DL, nFAR = 16 (at least for eMBB-related DCI)
· For UL, nFAR = 8 or 16 (at least for eMBB-related UCI; note that this applies for UL cases with CRC)
· J’>0
· Working assumption: J”<=2 additional assistance bits are provided in unreliable locations (which may be used to assist decoding and potentially for early termination)
· Can be revisited in RAN1#89 if significant benefit is shown from a larger value of J” without undue complexity – companies are encouraged to additionally evaluate J”=8
· The J’ (and J” if any) bits may be CRC and/or PC and/or hash bits (downscope if possible)
· Placement of the J, J’ (and J” if any) assistance bits is FFS after the study of early termination techniques
· Appended?
· Distributed?
· evenly?
· unevenly? 

According to this agreement, we evaluate different versions of CA-PC schemes in this contribution.
Different versions of PC polar and hybrid CA-PC polar schemes
Parity check (PC) polar was introduced in [2] and subsequently updated in [9][10][11][12][13]. We first recap the changes introduced in those updates to clarify the latest construction. 
A. In [2], the number and locations of PC bits are selected according to the following:
1) “Compute Fp = ceil(Log2(N*K)/2) and Pre-flag PC-frozen bits
a) If n<Fp, select and flag (Fp+n)/2 sub-channels with row-weight dmin according to descending reliability order as frozen bits; also select and flag (Fp-n)/2 sub-channels with row-weight 2×dmin according to descending reliability order as PC-frozen bits.
b) If n≥Fp, select and flag Fp  sub-channels with row-weight dmin according to descending reliability order as PC-frozen bits.”
B. In [9], the selection rule was updated as follows:
“The total number of pre-flagged PC-frozen bits should not exceed N-K. In practice, Fp is upper bounded by (N-K)/2, and  is set to a value larger than 1, e.g.,. (Reno meeting)

Wmin be different for every (N, K) combination, 
Find the smallest row-weight within the (K+Fp)-subset of the sub-channels and denote it as wmin , and n 	the number of such sub-channels. Compute f1=(Fp+min(Fp,n))/2, f2=(Fp-min(Fp,n))/2. If the number of sub-channels with weight wmin in the (K+Fp)-subset is less than f1, then set f1=n and add half of the remaining amount in f1 to f2, i.e., f2= f2 +(f1-n)/2.”
C. In [10], the selection rule was updated so that the conversion of frozen to PC frozen bits can be optional:
· Select I from the right to the left and skip the PF in 3).  
· Select the remaining subchannels as the F.
· Select from the F that have a row-weight equal to  wmin and 2*wmin as additional PF. 
Note 1. If a PC-frozen bit is before the 1st information bit, it is equivalent to a frozen bit. Also this step is optional for control channel design.
The selection of PC bits depends on both (N, M, K) and the rate matching scheme associated with it. The resulting increase in description complexity and decoding complexity associated with dynamic frozen bits is non-trivial. However, this added complexity does not bring performance improvements compared to CA-polar for practical list sizes of interest (Lmax = 8) as discussed in [6]. 
D. In [11], a hybrid CA-PC scheme with a fixed number of PC bits (e.g. 4) is proposed as the CRC is needed to improve performance.
· “Scheme 1 (Red-Curves): One 18-bit CRC and maximum 4 times CRC check is allowed. The code design is the same as in 0 except that a fixed number of PC bits are pre-selected (e.g., Fp=4). ”
However, this scheme with fixed number of PC bits does not performance as well as CA-polar at list size of practical interest as shown in [14] since the PC bits are occupying reliable positions and, especially at high code rate, that leads to performance loss.
E. In RAN1-88b [12], the hybrid CA-PC scheme is updated to have a variable number of reliable PC bits. Also, it is proposed to convert all the frozen bits to PC frozen. PC frozen bits in general could lead to higher complexity/latency for some implementation architectures [5]. Description complexity remains an issue due to the variable nature of reliable PC bit selection. It was mentioned that the number of Wmin reliable PC bits can be tabulated. However, the example given in [12] seems only applicable to N=1024 without considering rate matching impact (for example rate matching scheme will have an impact on the PC bits selection). Further more, the hybrid CA-PC scheme occupies reliable positions towards the latest stage of decoding, which negatively affects decoding latency for SSCL decoder [20].
F. In a further update in RAN1-88b [13], the hybrid CA-PC scheme was modified to allocate J’ to 3-bit additional CRC and variable length “reliable” PC bits.
In RAN1-88b, some performance evaluation of hybrid CA-PC with fixed 4 Wmin PC bits [11] and hybrid CA-PC with no Wmin PC bits [14] (under the agreement that the maximum assistant bits <= 8) are both evaluated. It is shown that despite the extra description complexity, there is little performance benefit of CA-PC over CA polar. It is further pointed out that, the specific PC bit location selection proposed in [11] is neither necessary nor optimal. It was also shown that by changing the rate-matching scheme and sequence design, significant performance gain can be achieved with CA-polar with and without PC bits [14]. More evaluation is performed in this contribution on some variations of the latest schemes.
Simulation parameters for control channel
In this section, we review the performance comparisons between CA with fixed CRC bits, CA-PC schemes with fixed J’, and CA-PC with variable J’. PW construction and bit-reversal shortening are used for these the cases. As a reference, we also provide FRANK construction with block rate. The detailed simulation parameters for control channel are listed in Table 1.
Table 1 Simulation parameters for control channel
	Channel
	AWGN

	Modulation
	QPSK

	Sequence
	PW
	FRANK

	Code Consturction
	  CA
	CA-PC(HW)
Fixed J’
	CA-PC(HW)
Variable J’
	CA-PC(QC)
	CA

	Concatenation
	CRC-Polar
	CRC-PC-Polar
	CRC-PC-Polar
	CRC-PC-Polar
	CRC-Polar

	Code rate
	1/6, 1/3, 1/2, 2/3

	Decoding algorithm
	CA-SCL with L=8 and other list sizes
	CA-PC-SCL with L= 8 (4 in final CRC check) and other list sizes
	CA-SCL with L=8 and other list sizes
	PC-SCL with L= 8  and other list sizes
	CA-SCL with L=8 and other list sizes

	Info. block length
	{32, 48, 64 80, 120, 200} –16

	CRC bits 
	19
	18
	19
	19
	19

	J’ bits
	3
	6
	variable (J’+J’’=8)
	3
	3

	J’’ bits
	0
	0
	variable
	5
	0



The main steps in the procedure of selecting PC bits in CA-PC(QC) are:
1) The bit poistions, except for puncutured bits, are sorted by reliability.
2) The information and CRC bits are placed in the most reliable positions.
3) PC frozen bits (5 bits in this case) are placed in the most reliable remaining positions. 

Performance comparison of CA, CA-PC(HW), and CA-PC(QC) with L=8
The performance comparison between CA, CA-PC (HW), and CA-PC (QC) is depicted in Figure 2. In CA and CA-PC (QC), the CRC length is set to 19 bits to maintain false alarm rate when the list size is L=8. In CA-PC (HW), the CRC length is 18 bits to normalize the false alarm rate with the list pruned to the 4 best candidate paths for CRC checking from L=8. It is seen that the performance of CA with L=8 is better than CA-PC (HW) with L=8, especially for small information block lengths. At the same time, the performance of CA-PC (QC) with L=8 is also better than CA-PC (HW) with L=8.
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Figure 2. Performance comparison among CA-PW, CA-PW-PC(HW) fixed J’ = 6, CA-PW-PC(QC) fixed J’ = 3, CA-PW-PC(HW) variable J’, and CA with the FRANK polar construction.
Observation 2: The performance of CA-polar with the FRANK polar construction is consistently better than CA with and without PC schemes based on PW sequence and bit-reversed shortening. 
Observation 3: The performance of CA, CA-PC(QC) and CA-PC(HW) with variable J’ are similar and are better than CA-PC(HW) with fixed J’ for L=8.
It should be noted that for CA-SCL, having fixed CRC overhead does not preclude the use of larger list size. For instance, one method is to purne down the list based on path metric before the final CRC check, i.e., when the list sizes of CA-SCL decoding is larger than 2^m (where m is the number of additional CRCs attached to normalize FAR), in the final path selection, the best 2^m paths in the list are selected according to the path metric prior to CRC checking. In this way, the false alarm rate is still kept as the case of L=2^m. There are other schemes for using larger list sizes while maintaining false alaram rate. For example, in [16], one such scheme is proposed based on a soft-correlation metic to both achieve improved BLER performance and to keep the low FAR. 
Performance comparison of CA, CA-PC(HW) with fixed and variable J’ PC bits, CA-PC(QC) and CA-FRANK with different list sizes
In this section, we will compare CA-polar, CA-PC(HW) with fixed and variable J’ PC bits and CA-PC(QC) based on the PW sequence and with reference of CA-polar with FRANK sequence design. For the case of CA-PW, CA-PW-PC(QC), and CA-FRANK, a 19-bit CRC is used for joint signal detection and CA-SCL decoding. To nomalize the FAR, the 8 best candidate paths are selected for CRC checking when the list size is larger than 8. For the case of CA-PC(HW) with fixed J’, an 18-bit CRC is used for joint signal detection and CA-SCL decoding. To nomalize the FAR, the 4 best candidate paths are selected for CRC checking when the list size is larger than 4.
The performance comparison between CA-PW, CA-PW-PC(HW) with fixed and variable J’ PC bits, CA-PW-PC(QC) and CA-FRANK is shown in Figure 3 to Figure 8 for different information block sizes. In each figure, the SNR required to reach a BLER of 0.1% is used to compare the three schemes. The performance observation stays largely unchanged from those in [4]. CA-polar, CA-PC(HW) with variable J’ and CA-PC(QC) outperform CA-PC(HW) with fixed J’, especially for the cases of small information block sizes, small list sizes, and high coding rates. The additional description and construciton complexity of CA-PC(HW) scheme with variable J’, yields little to no performance improvement.
It can also be observed from the figures that, with the appropriate rate matching scheme, CA-FRANK outperforms all of the above schemes
Observation 4: CA and CA-PC(QC), CA-PC(HW) with variable J’ with 19-bit CRC have similar performance and all outperform CA-PC(HW) with 18-bit CRC and with fixed J’, especially for the cases of small information block sizes, small list sizes and high coding rates.
Observation 5: CA-PC(HW) with variable J’ has higher description complexity than other CA or CA-PC hybrid schemes.
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Figure 3. Performance comparison between CA-PW, CA-PW-PC(HW), CA-PW-PC(QC), and CA-FRANK

[image: ]
Figure 4. Performance comparison between CA-PW, CA-PW-PC(HW), CA-PW-PC(QC), and CA-FRANK
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Figure 5. Performance comparison between CA-PW, CA-PW-PC(HW), CA-PW-PC(QC), and CA-FRANK
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Figure 6. Performance comparison between CA-PW, CA-PW-PC(HW), CA-PW-PC(QC), and CA-FRANK
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Figure 7. Performance comparison between CA-PW, CA-PW-PC(HW), CA-PW-PC(QC), and CA-FRANK
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Figure 8. Performance comparison between CA-PW, CA-PW-PC(HW), CA-PW-PC(QC), and CA-FRANK

Performance comparison of CA, CA-PC with variable reliable PC bits without rate matching impact
In this section, we further evaluate the performance of CA vs. CA-PC without the impact of rate matching by evaluating the performance with N = 2^m. 
For the CA-PC hybrid scheme, CA-PC with 3 additional CRC bits, a variable number of PC bits in J’, and a total maximum of 8 assistant bits is considered. Further CA-PC hybrid is compared against baseline CA with a 19-bit CRC. The SNR that achieves BLER = 1% with different list sizes 2, 8 and 32 curves as a function of K is evaluated and plotted in Figure 9. It can be seen that the schemes have almost identical performance. CA polar is slightly better in some cases in List = 2 and 8 while CA-PC hybrid is slightly better in other scenarios, which suggests a slightly different tradeoff in small list size vs large list size performance. When the target BLER is further reduced to 0.1%, a similar trend is observed, the performance differences increase slightly.
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Figure 9. Performance comparison of Polar of length N = 2^m among CA-PC with 5 total PC bits with variable J’ , CA with 19-bit CRC (BLER = 1%)
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Figure 10. Performance comparison of Polar of length N = 2^m among CA-PC with 5 total PC bits with variable J’ , CA with 19-bit CRC (BLER = 0.1%)
We perform another evaluation in Figure 11 and Figure 12, where CA-PC with variable PC bits in J’ is compared with CA-polar with a 20-bit CRC for N = 2^m. In this case, we observe that CA-polar and CA-PC are almost identical in performance for both 1% and 0.1% BLER scenarios.
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Figure 11. Performance comparison of Polar of length N = 2^m among CA-PC with 5 total PC bits with variable J’ , CA with 20-bit CRC (BLER = 1%)
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Figure 12. Performance comparison of Polar of length N = 2^m among CA-PC with 5 total PC bits with variable J’ , CA with 20-bit CRC (BLER = 1%)

We further look at BLER performance in Figure 13 and confirm the observation that CA-PC with 5 total PC bits with variable J’ has almost identical BLER performance to CA-polar with 20-bit CRC.
The trade-off between CRC length and performance is well understood. As seen in Figure 14, 19-bit CRC is selected to accommodate Lmax = 8 as the target implementation list size (considering power and latency impacts). As shown in Figure 14, the reason for the selection of CRC with 19-bit CRC is that its performance is optimized for L <= Lmax = 8. Note that, for UE/gNB that are capable of large list sizes, an implementation based scheme could be used [16] to improve BLER (beyond the current path metric based pruning) without compromising FAR. However, baseline implementaiton complexity and performance should not be compromised without significant benefit.
Observation 6: CA-PC(HW) with variable J’ has similar performance to CA with 3 additional bit CRC attachment for code length N = 2^m across different list sizes (including those beyond Lmax).
Observation 7: CA-PC(HW) with variable J’ has identical performance to CA with 4 additional bit CRC attachment for code length N = 2^m across different list sizes (including those beyond Lmax).

[image: ] [image: ]
[image: ] [image: ]
Figure 13. BLER performance comparison of Polar of length N = 2^m among CA-PC with 5 total PC bits with variable J’ , CA with 20-bit CRC (a) K = 32, (b) K = 48, (c) K = 64, (d) K = 200
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Figure 14. BLER performance comparison of CA with 19-bit CRC vs CA with 20-bit CRC 
(a) K = 32, (b) K = 48, (c) K = 64, (d) K = 200











The simulation configurations are listed in Table 2 for reference.
Table 2. Simulation configuration of CA vs. CA-PC comparison with code length N = power of 2
	Channel
	AWGN

	Modulation
	QPSK

	Sequence
	PW

	Code Consturction
	  CA
	CA-PC(HW)
Variable J’
	CA

	Concatenation
	CRC-Polar
	CRC-PC-Polar
	CRC-Polar

	Code length
	256, 512, 1024

	Decoding algorithm
	CA-SCL with L=8 and other list sizes
	CA-SCL with L=8 and other list sizes
	CA-SCL with L=8 and other list sizes

	Info. block length
	{32, 48, 64 80, 120, 200} (not including CRC)

	CRC bits 
	19
	19
	20 (for reference only)

	J’ bits
	3
	variable (J’+J’’’=8)
	4

	J’’ bits
	0
	variable
	0




















Rate matching and PC bits
One observation regarding PC performance over codes with rate matching is that PW (or DE) construction with bit-rev shortening causes suboptimal information bit allocation especially for low code rate. This has been observed in multiple instances. It has been shown in previous sections that with an optimized information allocation (such as the FRANK polar construction), the CA SCL performance (without any PC bit) is noticeably improved by up to 0.2~0.3dB over any CA PW with or without PC schemes, for all methods of PC bit allocation and selection.
One possible explanation here is that, due to the approximation in information bit allocation, some bits chosen as frozen bits are more reliable than some selected as information bits. When proper rate matching is done, bits can achieve better polarization. For example, CA FRANK shows consistent gain over any types of PC schemes. Another reason for such degradation is that bit-reversed shortening removes large-Hamming weight rows, which degrades the ML decoding performance of Polar codes. This is partly verified by the fact that CA FRANK can achieve better coding gain without increasing the number of CRC bits.
Observation 8: CA with FRANK consistently outperforms PC-SCL and CA-PC(HW) with fixed and variable PC bits in J’ and CA-PC(QC).
NR control channel design discussion
Even though polar codes are relatively recent discovery [17], the CRC concatenated polar construction, CA-polar, was proposed soon after the invention of polar codes and is well studied. The initial conference version of the Tal and Vardy list decoding paper [3] was presented in 2011 [18] and the arxiv version of the journal paper containing the CRC concatenation was published online in 2012 [19]. Since then, numerous studies on CA-polar and its properties have been published. The simulations of CA polar vs PC vs other constructions since the RAN1 adhoc in January is yet another example of showing the maturity and robustness of the CA polar construction and its relative simplicity.
Observation 9: CA-polar is a well-studied polar code construction with superior performance, encoding/decoding complexity, and description complexity.
Based on the superior performance and lower complexity of CA-polar, we propose the following:
Proposal 1: Adopt CA-SCL (with one long CRC) solution of Polar codes for control channel for better performance, low complexity and latency and better technical maturity.
Proposal 2: J’ = 3 additional CRC bits are used together with the J bit CRC to assist decoding performance and control FAR.
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Conclusions
Observation 1: CA-SCL outperforms PC-SCL with list size 8.
Observation 2: The performance of CA-polar with the FRANK polar construction is consistently better than CA with and without PC schemes based on PW sequence and bit-reversed shortening. 
Observation 3: The performance of CA, CA-PC(QC) and CA-PC(HW) with variable J’ are similar and are better than CA-PC(HW) with fixed J’ for L=8.
Observation 4: CA and CA-PC(QC), CA-PC(HW) with variable J’ with 19-bit CRC have similar performance and all outperform CA-PC(HW) with 18-bit CRC and with fixed J’, especially for the cases of small information block sizes, small list sizes and high coding rates.
Observation 5: CA-PC(HW) with variable J’ has higher description complexity than other CA or CA-PC hybrid schemes.
Observation 6: CA-PC(HW) with variable J’ has similar performance to CA with 3 additional bit CRC attachment for code length N = 2^m across different list sizes (including those beyond Lmax).
Observation 7: CA-PC(HW) with variable J’ has identical performance to CA with 4 additional bit CRC attachment for code length N = 2^m across different list sizes (including those beyond Lmax).
Observation 8: CA with FRANK consistently outperforms PC-SCL and CA-PC(HW) with fixed and variable PC bits in J’ and CA-PC(QC).
Observation 9: CA-polar is a well-studied polar code construction with superior performance, encoding/decoding complexity, and description complexity.

Proposal 1: Adopt CA-SCL (with one long CRC) solution of Polar codes for control channel for better performance, low complexity and latency and better technical maturity.
Proposal 2: J’ = 3 additional CRC bits are used together with the J bit CRC to assist decoding performance and control FAR.
Proposal 3: Adopt FRANK sequence with block rate matching design as NR control channel baseline.
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CA-PC, Fixed J' = 6, R = 1/6

CA-PC, Fixed J' = 6, R = 1/3

CA-PC, Fixed J' = 6, R = 1/2

CA-PC, Fixed J' = 6, R = 2/3

CA,                 , R = 1/6

CA,                 , R = 1/3

CA,                 , R = 1/2

CA,                 , R = 2/3

CA-PC, Fixed J' = 3, R = 1/6

CA-PC, Fixed J' = 3, R = 1/3

CA-PC, Fixed J' = 3, R = 1/2

CA-PC, Fixed J' = 3, R = 2/3

CA FRANK,           , R = 1/6

CA FRANK,           , R = 1/3

CA FRANK,           , R = 1/2

CA FRANK,           , R = 2/3

CA-PC,  Variable J', R = 1/6

CA-PC,  Variable J', R = 1/3

CA-PC,  Variable J', R = 1/2

CA-PC,  Variable J', R = 2/3


image8.emf
2  4  8  16 32

-4

-3

-2

-1

0

1

2

3

4

5

6

L

Required SNR @ BLER 0.1%

K = 120 (Info. block size plus 16-bit CRC)
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Required SNR @ BLER 0.1%

K = 200 (Info. block size plus 16-bit CRC)
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@BLER=0.01, QPSK/AWGN
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N=512 K=32 L=2 CRC20
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N=512 K=200 L=2 CRC20
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