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From RAN1 January Ad Hoc meeting in 2017 [1], the following agreements was made
Agreement:
· Shortening is applied before LDPC encoding when necessary
· Working assumption: Filler bits F are attached at the end of info block B to form vector U = [B F] 
· Can be verified at RAN1#88
· Vector U is the input to LDPC encoding
· The filler bits F are not transmitted

Agreement:
· Base graph for supporting Kmax has minimum code rate Rmin,kmax = ~1/3 
· ‘~’ means approximately
· This does not preclude extending the same base graph to code rate lower than ~1/3 when supporting K<Kmax, provided that the number of variable nodes (after lifting) of any parity check matrix, Nmax, is not exceeded, where:
· Nmax = Kmax / Rmin,kmax + Nsys,punct
· Nsys,punct is the number of built-in punctured systematic bits
· Base graph for any info block sizes K has
· Rmin,k >= ~1/5, provided that Nmax is not exceeded

In this contribution, we discuss how a transport block (TB) could be segmented across multiple LDPC codeblocks in light of these current agreements. 

Segmentation uniformity
When the TB exceeds the length of the largest codeblock, it becomes necessary to segment the TB into smaller codeblock sizes. In LTE, the segmentation essentially provides uniformly sized code blocks [2]. (Technically, LTE provides two groups of uniformly sized codeblocks in order to address every TB size, which is the reason this is referred to as essentially uniform.) In NR, it is possible to segment these differently, i.e., into non-uniformly sized code blocks or into uniformly sized code blocks.
From a performance standpoint, it is generally sufficient to segment the TB into two uniformly sized code blocks. The following Figure 1 taken from [3] shows how there should be negligible loss in coding gain from taking this approach. On the other hand, if two non-uniformly sized code blocks are chosen, there should be care taken not to select a smaller code block size which has worse coding gain.
[image: ]
Figure 1. Robust performance of the family high #1 across blocklengths with granularity of 16 bits.

From a latency standpoint, in either approach the decoder will need to deal with 2 codewords in this example. Since the decoding latency essentially goes by the number of edges in the graph [4], the latency will not necessarily improve in either segmentation approach.
Therefore, for simplicity and robustness, a uniform segmentation rule should be applied.
Proposal 1: A uniform segmentation of the transport block should be adopted for NR.
Rate-dependent segmentation
Based on the above agreement, there can arise cases where there are multiple choices for uniform code block segmentation. Additionally, within the agreements from RAN1 #88bis on graph structure, there may be different options on how to achieve this.
Agreement: 
The base graph design is selected from the following alternatives:
Alt 1: One base graph covering ~1/5 <= R <= ~8/9
Alt 1a: Two nested base graphs, where: 
· Base graph #1 
· Covers info block size K: 
	Kmin1 <=K<= Kmax1, Kmin1 > Kmin, Kmax1 =Kmax
· Covers code rate R: ~1/3 <= R <= ~8/9; FFS whether Rmin can be ~1/5
· Base graph #2 
· Nested within base graph #1
· Covers info block size K: 
	 Kmin2 <=K<= Kmax2, Kmin2 =Kmin, Kmax2 < Kmax, where 512<=Kmax2<=2560
· Covers code rate R: ~1/5 <= R <= ~2/3 
· Kbmax =16 is the starting point; lower values in the range 10<=Kbmax<16 are encouraged if feasible. 
· The set of supported shift sizes is taken from the set of shift sizes supported by the base graph supporting Kmax
Alt 2: Two base graphs, where: 
· Base graph #1 
· Covers info block size K: 
	Kmin1 <=K<= Kmax1, Kmin1 > Kmin, Kmax1 =Kmax
· Covers code rate R: ~1/3 <= R <= ~8/9; FFS whether Rmin can be ~1/5
· Base graph #2 
· Not nested within base graph #1
· Covers info block size K: 
	 Kmin2 <=K<= Kmax2, Kmin2 =Kmin, Kmax2 < Kmax, where 512<=Kmax2<=2560
· Covers code rate R: ~1/5 <= R <= ~2/3 
· Kbmax = 10 is the starting point; higher values in the range 10<Kbmax<=16 can also be considered if necessary.
· The set of supported shift sizes is taken from the set of shift sizes supported by the base graph supporting Kmax
BLER Performance is the main criterion for selecting between Alts 1, 1a and 2 (since it is already assumed that complexity is not increased significantly by the addition of a second smaller base graph); decoding latency (e.g. evaluated by the number of edges) should also be considered as an important criterion.
(end of agreement clause)
To simplify the discussion, consider one transport block of 8448 bits, and suppose there are enough resource elements in the allocation to support a code rate of 1/5. We then can illustrate the two options for segmentation.
· (Option 1) If one codeblock is used, then we can have a minimum rate of 1/3 supported and then repetition would be needed beyond that point.
· (Option 2) If two codeblocks are used, then we can support a minimum rate of 1/5 on both code blocks without resorting to repetition.

The tradeoff is that the first option allows for less code blocks, while the latter option achieves potentially more coding gain but has now two codeblocks which may fail and trigger TB failure. 
Performance considerations
If we evaluate this case for some of the LDPC codes provided in past submissions such as [6], we find that there may be some potential performance improvement from segmentation Option 2 in Figure 2. Note that the example provided in this Figure is not quite reflective of segmentation since the largest codeblock size is not the baseline, however it still can illustrate the performance gains from operating at a lower native code rate.
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[bookmark: _Ref481747933][bookmark: _Ref481747928]Figure 2. Performance comparison for segmentation options
Latency considerations
It is important to consider also the latency impact of such an approach to segmentation. More importantly, the second option which introduces more codewords will additionally introduce higher decoding latency, unless a smaller code graph is used to support this lower code rate and smaller blocksize. If such is the case, then there may be no penalty to latency relative to the baseline segmentation.
Proposal 2: Rate-dependent segmentation should be considered only for 2-basegraph solutions where a smaller basegraph can be applied to lower rates and smaller blocklengths.
The latency calculation can be found in [4].
Lift size for segmentation
Given the number of segments (and segment sizes) that result from the previous sections, the construction of the basegraph to encode these segments involves selecting the appropriate lift size. The coarse set of lifts agreed in the previous meeting [5] provides a superset example for our discussion.
Working Assumption: 
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined is {8448, 384} => Kbmax = 22
· To be confirmed automatically at RAN1#89 if no significant implementation or performance issues are identified. 
· The base graph supporting Kmax should support the following set of shift sizes Z, where :
	Z
	a

	
	2
	3
	5
	7
	9
	11
	13
	15

	j
	0
	2
	3
	5
	7
	9
	11
	13
	15

	
	1
	4
	6
	10
	14
	18
	22
	26
	30

	
	2
	8
	12
	20
	28
	36
	44
	52
	60

	
	3
	16
	24
	40
	56
	72
	88
	104
	120

	
	4
	32
	48
	80
	112
	144
	176
	208
	240

	
	5
	64
	96
	160
	224
	288
	352
	 
	 

	
	6
	128
	192
	320
	 
	 
	 
	 
	 

	
	7
	256
	384
	 
	 
	 
	 
	 
	 


· FFS by RAN1#89 whether some values can removed from the above table. 
· FFS by RAN1#89 whether some of {272, 304, 336, 368} can be added to the above table. 

 (end of working assumption)
The lift should be chosen such that the resulting lifted basegraph  is just larger than the segment size. Note that the set of lifts provides coarse granularity, but this is addressed in the next section with zero padding.
Zero padding in segmentation
Recall that the LDPC codes for NR can be designed to have 1-bit granularity in codeblock length (i.e., information blockength K), as was demonstrated in [6], even if the lift sizes in the code graph specification are coarse. This basically arises from enabling a fine level granularity in the shortening of the lifted basegraph. As a result, the segmentation and zero padding rule can be more efficient than in LTE [2], where only 188 interleaver coefficients are specified for a coarse set of K and the segmentation needs to size to those exactly. 
To address the mismatch in TB segments to the lifted basegraph information blocks, zero-padded filler bits (to be shortened, i.e., not transmitted) should be distributed across the codeblocks. The agreements from previous meetings in the earlier introduction provide a convention for how these would be distributed, i.e., that they would be appended to the end of the information block as U = [B F].
Note that not all TB sizes might allow for perfect uniform distribution of filler bits. In such cases, in order to maintain uniform codeblock structure across the TB, a small amount of additional zero padding can also be added to the beginning of the TB which would be transmitted over-the-air.
Proposal 3: The zero-padding bits which allow the TB to be fit into the multiple codeblocks should be distributed as filler bits among the codeblocks and should not be transmitted over the air. To achieve uniform segmentation and shortening, an additional negligible amount of zero padding can be added at the start of the TB, but these additional bits would be transmitted over the air.
Conclusions
Proposal 1: A uniform segmentation of the transport block should be adopted for NR.
Proposal 2: Rate-dependent segmentation should be considered only for 2-basegraph solutions where a smaller basegraph can be applied to lower rates and smaller blocklengths.
[bookmark: _GoBack]Proposal 3: The zero-padding bits which allow the TB to be fit into the multiple codeblocks should be distributed as filler bits among the codeblocks and should not be transmitted over the air. To achieve uniform segmentation and shortening, an additional negligible amount of zero padding can be added at the start of the TB, but these additional bits would be transmitted over the air. 
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