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Background
In RAN1 #85, the working group set the following goal for improving NR for LTE in terms of both latency and forward compatibility [1].
· NR design should strive at least to enable the possibility for
· Corresponding acknowledgement reporting shortly (in the order of X µs) after the end of the DL data transmission
· Corresponding uplink data transmission shortly (in the order of Y µs) after reception of UL assignment
· Note: may depend on e.g. UE capability/category, payload size, etc
· FFS: X and Y in the order of a few tens of or hundreds of micro sec is feasible
· Other mechanisms/configurations in addition to fast/short corresponding acknowledgement are needed
· For example to provide coverage or enable TD-LTE coexistence
· Note: RAN1 will continue investigations about UE complexity, implementation processing time, interleaving applicability

In RAN1 #86bis, a subsequent agreement refined this, at least in terms relative timing at the slot level [2]. 
· For slot-based scheduling, NR specification should support the following
· DL data reception in slot N and corresponding acknowledgment in slot N+K1
· All UEs should support K1≥1 with exact values for K1 FFS
· Some UEs may support K1=0 (FFS conditions)
· UL assignment in slot N and corresponding uplink data transmission in slot N+K2
· All UEs should support K2≥1 with exact values for K2 FFS
· Some UEs may support K2=0 (FFS conditions)

The following are some agreed-upon terminology to provide context above:
· K0: Delay between DL grant and corresponding DL data (PDSCH) reception
· K1: Delay between DL data (PDSCH) reception and corresponding ACK transmission on UL
· K2: Delay between UL grant reception in DL and UL data (PUSCH) transmission
· K3: Delay between ACK/NAK reception in UL and corresponding retransmission of data (PDSCH) on DL

In this contribution, we provide further discussion on the benefits of supporting short response time and propose this as a requirement for Release 15 UEs so that NR can provide better capabilities across initial and future deployments.

Introduction
In [3][4], we provided inputs on the feasibility and need of self-contained slot structure, illustrated in the Figure 1 below. This feature is essentially defined by a response time which is specified in terms of OFDM symbols rather than time slots. Such response times could allow ACK response or data transmission to grants within the time allocated for even one slot, hence the term self-contained.

[image: ]
[bookmark: _Ref481855627]Figure 1. Self-contained subframe

In [5][6], analysis was provided to define the condition for a UE to support different K1 and K2. Based on current agreements and work progress in RAN1, such as front-loaded DMRS and considerations for channel design to enable pipelined decoding, and low-latency highly parallelizable LDPC code design, it becomes more feasible to support such a feature with acceptable overhead for the processing gap. 
In this paper, we discuss the benefits of self-contained design and the significance of having this uniformly supported in some form in Release 15. The key benefits of focus here are summarized below:
· Forward compatibility
· Low complexity high throughput support
· Dynamic TDD
· Applications for link-budget limited UEs
· NR over unlicensed band
Deployment advantages from faster UE processing
Forward compatibility
One important requirement for NR which was concluded in the Rel-14 SI was to support forward compatibility, i.e.,  
· Forward compatibility of NR shall ensure smooth introduction of future services and features while efficient access of the earlier services and UEs in the same spectrum is still ensured. 
· In order to ensure forward compatibility of NR, explicit signaling to NR UEs can indicate reserved resources. At least some reserved resources are indicated by using at least RRC signaling.
Among the consequences of this guidance are support for dynamic scheduling and HARQ timing requirements, removal of always-ON signals such as LTE-CRS and further reduction of other signals such as increased synchronization signal periodicity to 20ms, introduction of scalable slots and scalable subcarrier spacings with allowance for multiplexing these in the same component carrier. 
However, it is important to note a reduced footprint from these decisions is not necessarily guaranteed if the general timing requirements are not tightened up sufficiently.
Let us start with an example in Figure 2. Here we see that the relaxed HARQ timing from LTE contributed to the larger span need for each HARQ process. Transmissions and their acknowledgements, or grants and the subsequent uplink scheduled transmissions, constrain the resources such that the scheduler must avoid a distributed footprint over time with a fine timing accuracy so as not to disturb the on-going HARQ process. In contrast, for a 5G NR self-contained system, we can see that the resources for the forward compatible slots are much more flexible, since transactions complete immediately and give way to full resource utilization by other services in all subsequent times.
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[bookmark: _Ref481856684]Figure 2. Comparison of forward compatible resources between LTE and NR

To better illustrate the loss in flexibility here, a comparison between the resources reserved around a given example transaction are shown in Figure 3 for self-contained subframes (SCSF) and non-self-contained subframes (nSCSF), both with respect to a downlink and uplink transaction. Here it is more obvious that the future service in the nSCSF case needs to be pre-empted intermittently to allow the nSCSF process to complete, while the SCSF case allows a contiguous use of resources after the transactions are completed.
[image: ]
[bookmark: _Ref481857190]Figure 3. Comparison of forward compatible resources between SCSF and nSCSF in NR
Low latency and high throughput
Although NR targets very high throughput, such as 20Gbps stated in [8], providing such a capability much less useful if the corresponding round-trip-time is not reduced. For illustration, let us consider again a comparison between LTE and NR in Figure 4. Although both techniques can advertise multi-Gbps throughput capability, we can see that NR with scalable numerology and SCSF can potentially provide such throughputs (and higher) at 1/10 the RTT. 
[image: ]
[bookmark: _Ref481858166]Figure 4. Comparison of LTE and NR supportable round-trip time (RTT)

This is extremely relevant when considering that TCP is a fundamental component for many applications. For instance, let us examine TCP slow-start, which is a mechanism to quickly estimate the available capacity of the link and establish an equilibrium congestion window accordingly.
· Typical slow-start algorithms begin with a small congestion window (for example, 10 segments) and increase the congestion window by 1 segment for every TCP ACK received, essentially doubling the congestion window every RTT until packet loss is observed
· For links with a large capacity, this process can take a long time to reach the link capacity if the RTT is large
· Some implementations optimize slow start to transition to congestion avoidance even before packet loss occurs, based on the ACK timing
· Such methods may be sensitive to jitter caused by physical layer retransmissions
· From a user-perspective, slow-start latency can significantly impact user experience
· For example, web-browsing typically involves short file downloads from multiple different servers
· Most of these transfers complete within slow-start, especially if the throughput is very high
· Sometimes, these transfers cannot occur in parallel, but must happen one after another
· Latency of slow-start can significantly impact the user experience in terms of the page-loading time
An illustration of this impact is shown in the next set of measurements show in Figure 5. Here we see that even though the offered physical layer rate is 10Gbps, the effect of TCP slow start means that the transaction utilizes less than 1Gbps, and this dramatically decreases as the RTT increases.
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[bookmark: _Ref481858840]Figure 5. Measured TCP Throughput sensitivity to latency and PER when PHY=10Gbps

Observation 1. Application layer latency (after HARQ, RLC) and PER is the key for high throughput.
Note that one may argue that alternative services which do not rely on TCP could better utilize this high physical layer throughput without sensitivity to large RTT. While this is possible in some less common cases, it is important to realize that if NR can provide high through with low RTT, than almost all current low latency high throughput wireline TCP services could immediately be replaced directly by NR. Thus, the deployment of NR would be better much better positioned for commercial success. 
Dynamic TDD operation
In the previous section, we have provided examples on one-way latency benefits. Many wideband spectrum allocations are available on TDD spectrum, especially as the carrier frequency increases. When considering that applications often involve two-way exchanges of data, then it becomes critical to reduce the latency of transaction in both directions. The significance of faster UE response time becomes clear in such cases, as seen in Figure 6.
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[bookmark: _Ref481859666]Figure 6. Dynamic TDD and RTT reduction from SCSF operation
Further analysis on these frame structures with faster processing time has been provided in [9][10]. An example result is shown below, where it can be seen that the user throughput experienced both in uplink and downlink can be significantly enhanced from dynamic TDD and maximum flexibility through SCSF operation, even with the addition of advanced implementations for cross-link interference cancellation (see references for further details and simulation assumptions).
	[image: ]
Figure 7: 5th %ile DL UPT vs. load
	[image: ]
Figure 8: 5th %ile UL UPT vs. load



Applications for link-budget limited cases
Often there is a myth that the faster processing times for self-contained operation are only applicable at cell center, and that cell-edge UEs have no benefit. The reality is that the short-uplink control burst is more applicable for cell center, but that should actually be de-coupled from self-contained operation which enables UE to use the next immediately available long uplink burst resources. This is especially important for link-budget limited UEs, since full utilization of all available uplink resources over time is of central importance, just as much as it is for latency constrained UEs.
[image: ]
Figure 9. Available resources for SCSF and nSCSF UEs
Observation 2. At cell edge, UEs which support self-contained operation are able to utilize even more uplink resources in a given time span as compared to UEs which are not capable of this operation. Lower latency turnaround can be easier at cell edge since the data rate requirements are less.
Additionally, support for SCSF operation allows for better frame structure options with reduced RTT, such as the slot aggregation illustration below which can be very relevant for macro-deployments at higher sub-6GHz carrier frequencies. Such aggregation could allow for amortization of overhead to increase spectral efficiency, or provide larger guard periods for inter-basestation cross link interference, while efficiently tightening the RTT as much as possible for better utilization of the wider bandwidths available. More discussion is provided in [11].
[image: ]
Figure 10. Slot aggregation to increase guard in macro-TDD deployment, allowing for reduced RTT with SCSF
Unlicensed and shared spectrum
Although access on unlicensed spectrum and shared spectrum is not the focus of Release 15, it should be noted that faster turnaround on the UE side can readily allow for more flexible medium access between contending entities which are not coordinated under the same operator. Thus, by implementing SCSF operation for Release 15, such devices should be easily forward compatible to these new spectrum sharing protocols.
Processing time requirements for Release 15
Considerations for UE processing time
As mentioned earlier and in [5][6], the support of SCSF operation involves careful considerations along many aspects of physical layer design which affect key areas such as 
· UE demodulation time
· UE decoding time
· UE preparation of transmission waveform
· UE transmission time

Although feasibility at the larger subcarrier spacings (SCSs) and smaller slot durations can be a significant challenge, supporting SCSF at lower SCSs should be more appropriate since technologies are more mature at this timeline and these are also better aligned with timelines needed for existing unlicensed spectrum.
Scheduling between UEs with different capabilities
From the network perspective, there will be a need for a more advanced scheduler capability to manage the HARQ timing flexibility supported in NR. For instance, when multiplexing UEs with different downlink timelines as shown in Figure 11, scheduler needs to take into account resource allocations made from past decisions when they may coincide with decisions made for UEs that allow for faster response times. 
Note that this is not any different for multiplexing K1=1 and K1=2 users, and overall is a result of supporting dynamic HARQ timing independent of the actual supported range per UE. More details can be found in [12].


[bookmark: _Ref481862335]Figure 11. Multiplexing of SCSF and nSCSF UEs

Now, if we consider multiplexing UEs of different categories, there are two potential options of categorization.
· (Option 1) High category UE support SCSF, while low category UEs do not support SCSF
· (Option 2) All UEs support SCSF, but high category UEs have achieve higher spectral efficiency under SCSF (e.g., with lower processing times leading to lower guard times) as compared to lower category UEs under SCSF.

In the case of Option 1, we have a problem where low category UEs actually degrade the global timeline of the network and tie up network resources. Therefore introduction of lower category UEs hurts the network both in performance and flexibility.
In the case of Option 2, all UEs support self-contained operation and thus the network is allowed to have maximum flexibility of resources. The introduction of low category UEs only brings down the spectral efficiency of those low category UEs when they are scheduled as SCSF, but the overall flexibility for scheduling resources is still provided and the high category UEs performance can still be maintained.
Observation 3. Mandatory support of SCSF with UE categorization by response time provides the most flexibility to the network, and avoids the issue where low category UEs degrade the resource availability of the network.
Mandatory requirements
Given the discussion from the previous two sections, we come to our main proposal for processing time requirements in Release 15 UEs. Note that it is critical to establish this requirement and build UE categorization from this point, otherwise the forward compatibility of NR for future releases may be negatively affected by the framework established from NR legacy UEs.
Proposal 1. Mandatory UE support of self-contained operation for forward compatibility and low latency, at least for SCS of 30kHz and below.
[bookmark: _Ref378529477]Conclusions
Observation 1. Application layer latency (after HARQ, RLC) and PER is the key for high throughput.
Observation 2. At cell edge, UEs which support self-contained operation are able to utilize even more uplink resources in a given time span as compared to UEs which are not capable of this operation. Lower latency turnaround can be easier at cell edge since the data rate requirements are less.
Observation 3. Mandatory support of SCSF with UE categorization by response time provides the most flexibility to the network, and avoids the issue where low category UEs degrade the resource availability of the network.
[bookmark: _GoBack]Proposal 1. Mandatory UE support of self-contained operation for forward compatibility and low latency, at least for SCS of 30kHz and below.
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