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1. [bookmark: _Ref462751722]Introduction
[bookmark: _Ref470449758][bookmark: _Ref462751328]It has been established that NR supports a BCH TTI of 80ms and within this TTI are multiple SS burst-sets (beam sweeps of  SS blocks).  Initial cell selection burst-sets repeat with 20ms period; however other periodicities are possible for connected/idle UEs and for non-standalone deployment.  
It has also been agreed that timing or index of an SS block is indicated in PBCH assuming mobility and HO requirements can be met.  In this contribution, we discuss the space/range of timing indices and propose a solution where timing is conveyed in PBCH alongside MIB.
2. SS burst set composition and size of timing info in NR
Grouping of SS blocks in burst-set and BCH TTI is illustrated in Figure 2. A burst-set may be defined as the set of SS blocks comprising one complete beam-sweep.  Therefore, the periodicity of a burst-set is the periodicity at which the UE receives SS blocks on the same gNB beam. Here  denotes number of SS blocks in a burst-set.  The following agreement was made during RAN1 #88bis meeting regarding the number blocks per burst-set, . 
[image: ]
Figure 1: Burst-set and BCH TTI, showing L SS blocks per burst-set and m burst-sets per BCH TTI.
Agreements:
· The considered maximum number of SS-blocks, L, within SS burst set for different frequency ranges are
· For frequency range up to 3 GHz, the maximum number of SS-blocks, L, within SS burst set is [1, 2, 4]
· For frequency range from 3GHz to 6 GHz, the maximum number of SS-blocks, L, within SS burst set is [4, 8]
· For frequency range from 6 GHz to 52.6 GHz, the maximum number of SS-blocks, L, within SS burst set is [64]

These blocks may not be contiguous, permitting interspersed DL/UL control and data.  In this case a burst-set will be composed of multiple bursts, where a burst is a set of consecutive SS blocks transmission resources available to the gNB. 
Moreover, let  denote the number of burst-sets contained in BCH TTI.  It was agreed at RAN1#88b that at least  burst-sets for initial cell acquisition.  However, there may be other burst-sets, more frequent or less frequent, for connected/idle UEs and in a non-standalone deployment.Agreements:
· …
· SS burst set periodicity default value for initial cell selection: 20/20 msec
· Note that RAN1 assumes that RAN4 will investigate requirements
· Time index indication: PBCH conditioned that mobility and HO related requirements can be met
· Note: RAN1 assumes that RAN2 will check against to RAN2 requirements
· …
· PBCH TTI: 80 msec
· …
Agreements:
· Same set of configuration values for SS periodicity for CONNECTED/IDLE & non-standalone cases
· Values for configuration set for CONNECTED/IDLE & non-standalone case
· {5, 10, 20, 40, 80, 160} ms
· …

Therefore, a burst-set may start as frequently as every 5ms.  The number of bits needed to convey the start of a burst-set are .  Then residual timing info is the SS block index within a burst-set, requiring 6 bits (for   Note, to satisfy 5ms periodicity for some scenarios, one burst-set must span <5ms. 
Observation 1: The size of the timing info is SFN, plus 1 bit to indicate 0/5ms burst-set start timing within a radio frame, plus 6 bits to indicate SS block index within a burst-set.
Observation 2: Considering only the burst-sets for initial cell selection occurring at 20ms period, the size of the timing info is as follows:  SFN with LSB omitted, plus 6 bits to indicate SS block index within a burst-set.
Different logical bitfields of the timing info are give in Figure 2.  Field floor(SFN/8), i.e., , gives timing upto BCH TTI resolution, over which MIB content is guaranteed to be fixed. Next field  given burst-set index within a BCH TTI; since burst-set period can be as short as 5ms, there are 16 burst-sets within a BCH TTI. Last field,  gives SS block index within a burst-set.
[image: ]
[bookmark: _Ref481764198][bookmark: _Ref481764180]Figure 2: Timing information bit fields, assuming 10bit SFN.
3. Timing and SS block index indication in PBCH
The size of the timing info that needs to be conveyed to the UE is identified in the previous section, i.e., SFN plus 7 bits in the general case.  As noted in above agreements, the timing info is indicated in PBCH assuming mobility and HO requirements can be met.  
Part of the timing info may be conveyed in DMRS sequence for PBCH, however this increases the DMRS sequence pool, limits UE transparent precoding, and UE may still need to decode PBCH for confirmation/verification.  Moreover, it is costlier to encode a small payload separately rather than jointly encoding it with MIB.  Therefore, we propose to convey entire timing information in PBCH alongside MIB.
Proposal 1: Complete timing info – including SFN up to BCH TTI resolution, burst-set index within BCH TTI, and SS block index within a burst-set – is carried in PBCH payload along side MIB. Size of various components of timing info is given in Figure 2.
In order to combine PBCH across two SS blocks with same MIB but different timing info, the UE can exploit linearity of code and combine across two SS blocks by hypothesize on bit-differences between their respective PBCH payloads (arising from different SS burst-set indices and SS block indices). Details are given below.  
4.1.1 [bookmark: _Ref478054399]Combining PBCH within BCH TTI
SS block index and SS burst-set index within BCH TTI can be explicitly included in MIB.  Then over the BCH TTI where the MIB is invariant, the PBCH payload changes across SS blocks due to timing info. The UE can still combine PBCH from different SS blocks by hypothesizing on bit differences between the payloads of any two PBCH receptions, where the bit differences arise from difference SS block and burst-set indices for the two PBCHs.
Let   where  denote the total number of SS blocks within a BCH TTI. Let (column) vector  denote MIB plus additional  bits containing index .  Then the codeword sent in SS block index  is given by ,  where  is the (tall) generator matrix. 
Note, in case CRC is attached to  before encoding with an outer code such as Polar or LDPC, then  represents the systematic CRC generator matrix followed by the outer code’s generator, i.e., .  
Finally, for any two SS block indices  and , let  denote the bit differences (xor) between the information payload of PBCHs sent in SS blocks  and ; within a BCH TTI these difference are confined to  bits carrying SS block index. 
Now suppose UE detects two SS blocks time  apart (in units of SS blocks) – UE can combine PBCH in these two blocks because,
 
                  
                  
    
That is, the codewords sent in PBCH in SS blocks  and  are related: one codeword can be derived from the other if time separation  is known.  In other words, one codeword can be seem as a scrambled version of the other codeword, where scrambling is given by codeword  corresponding to the bit differences.   
Observation 3: Explicit timing indication in PBCH can be seen as time-specific scrambling of codewords, with the added structure that the time-specific scrambling itself is a codeword.
Here we note that the UE already knows  (i.e., how far apart in time it detected these two SS blocks).  Therefore, for all hypotheses  such that , UE can compute  and use  to descrambling and combine detection metrics from the two SS blocks.  
It should be noted that, due to the structure of codeword-based scrambling, the number of blind decodes are far less than the number of hypotheses, since multiple hypotheses can result in the same bit difference vector .  In particular, the number of blinds decodes is fewer than that of generic RV and/or scrambling based timing indication. Furthermore, for single-shot decoding, UE does not need to hypothesize in case of explicit indication/codeword-based scrambling.
Combining PBCH across burst-sets: For initial cell selection UE assumes the default 20ms burst-set period.  Within the BCH TTI, the PBCH payload of any two SS blocks 20ms apart differs only in two bits, namely,  (see Figure 2).  
Then, e.g., to combine PBCH from two SS blocks detected exactly 20ms under assumption that they are within BCH TTI, there are three joint timing hypotheses – namely,  in the two blocks being (00,01) or (01,10) or (10,11), as shown in Table 1. But UE needs only two blind decodes because there are only two unique bit difference hypotheses, namely, 01 and 11. 

[bookmark: _Ref481773795]Table 1: Number of joint timing hypotheses and unique bit difference (blind decodes) for combining SS blocks 20ms apart
	1st SS block

	2nd  SS block

	Bit difference
	Unique bit differences

	00
	01
	01
	01, 11

	01
	10
	11
	

	10
	11
	01
	



Similarly, to combine PBCH from two SS blocks detected exactly 40ms apart, there are two joint timing hypotheses but UE needs only one decode corresponding to bit difference 10 (since both timing hypotheses result in bit difference 10).  Figure 3 below gives number of blind decodes for combing PBCH for the same SS block index from different burst-sets 20ms.
[image: ] 
[bookmark: _Ref481769382]Figure 3: Number of blind decodes for combining PBCH from same SS block index of different burst-sets Δt apart
[image: ]Combining PBCH within a burst-sets: For  SS blocks in the burst-set pattern proposed in [3], the number of blind decodes for combing two SS blocks  apart is shown in Figure 4.  At most, there are 10 blind decodes needed to combine two arbitrary SS blocks within a burst-set.Figure 4: Number of blind decodes for combining PBCH from two SS blocks Δt apart within a burst-set.

5. 	Conclusion
This contribution clarifies that BCH payload can explicitly indicate system timing up to the resolution of BCH TTI, and the residual timing info comprises SS block index within a BCH TTI.  The contribution also proposes a low-complexity and resource-efficient design to convey SS block index in PBCH RV. Salient proposals and observations are noted below:
Observation 1: The size of the timing info is SFN, plus 1 bit to indicate 0/5ms burst-set start timing within a radio frame, plus 6 bits to indicate SS block index within a burst-set.
[image: ]
Observation 3: Explicit timing indication in PBCH can be seen as time-specific scrambling of codewords, with the added structure that the time-specific scrambling itself is a codeword.
Proposal 1: Complete timing info – including SFN up to BCH TTI resolution, burst-set index within BCH TTI, and SS block index within a burst-set – is carried in PBCH payload along side MIB. Size of various components of timing info is given in above figure.
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Appendix    
Here we describe a PBCH-based design that jointly encodes SS block index and MIB while still permitting the UE to combine both the MIB and the SS block index across different SS blocks with low complexity.
By using a cyclic linear code such as TBCC, it is possible to jointly encode SS block index and MIB, and still permit the UE to combine both the SS block index and the MIB across different SS blocks, in a low complexity way.  More specifically, SS block index can be implicitly conveyed through RV number, where RVs are generated in such a way that the UE does not have to hypothesize on RV number to decode or to combine the received PBCHs, and the RV number hypothesis can be obtained from CRC post-decode.   This solution is described next.
[bookmark: _Ref474190595]A.1 SS block index through PBCH RV number
We use circular shifts of the codeword (of a cyclic code) to convey SS block index and use inner CRC code to decode the shift.  Since same codeword is transmitted in each SS block (albeit circ shifted), the UE can combine the transmissions. Details are as follows.
Let  be an information bit vector (column),  the -bit circular shift matrix, and  the (tall) generator for TBCC (3,1,7) mapping from  to .  Then we have,

Left side is the codeword for -bit-circular shifted vector . Right side is the -bit-circular shifted codeword for . 
In other words, if UE decodes a codeword circular shifted (by unknown amount), it obtains the circular shifted information bits. To determine the circ shift, the UE can use the inner CRC code.
Observation 1: Upon decoding a TBCC encoded codeword circular shifted (by unknown amount), the UE obtains the circular shifted information bits. To determine the circ shift, the UE uses the inner CRC code.
As already described, the gNB transmits different RV (redundancy version) for each SS block index, created by circ shifting the codeword.  Next, we describe how these circular shifts are chosen so that the UE can combine across multiple SS blocks without hypothesizing the SS block index.
Let  denote the circ shift used in the -th SS block of a burst-set. One possibility is,  for some fixed  (e.g., ).  Then for any two SS block indices  and , we have that the relative circ shift between the RVs received in  and  is simply, .  That is, the UE can determine the relative circ shift from the time distance , without having to know (or hypothesis) on the SS block indices .
Observation 2: With the proposed circular shifts per SS block, the UE can determine the relative circ shift from the time distance , without having to know (or hypothesis) on the SS block indices .
Therefore, the UE can,
1. Determine relative circ shifts of PBCH RVs received in different SS blocks, without knowing the SS block indices (and thus the RV numbers) at this point,
2. Align, combine, and decode the RVs, and finally,
3. Use CRC in decoded message to determine the circular shift and hence the SS block index.
For example, for a 64-bit PBCH payload, 64 RVs can be created through circ shift.  Then burst-set index (4 bit) can be conveyed explicitly in payload or in scrambling sequences to existing RVs; some examples are given in Section A.1.2.
A.1.1	CRC mask and systematic CRC errors
Let  and  be the message, the CRC generator, and the corresponding (unmasked) remainder polynomials. That is, , where  is degree of generator polynomial.  It can be seen that, if MSB of message is 0, the (up) circ-shifted message too will pass CRC, i.e., we get . Therefore, a CRC mask is needed. 
It can be seen that applying any non-zero CRC mask – e.g., all ones – removes the above mentioned systematic error. For all-ones CRC mask, we empirically found no instance of systematic CRC error. Specifically, for randomly generated 24-bit vectors with 16-bit (masked) CRC, we tested if CRC passed for any cicr-shift  and found no systematic errors, i.e.


[bookmark: _Ref474186263]A.1.2	BCH transport channel processing
Above we discussed feasibility of conveying large number of SS block indices through RVs.  Next we comment on other steps of BCH transport channel processing, e.g. 
· CRC attachment specifics, 
· Interleaving, and 
· circular buffer/rate-matching specifics 
For the proposed solution.  Figure A.1 and Figure A.2 give two examples for BCH Tr Ch processing.  As mentioned in Section A.1.1 (eq 1), for cyclic code such as TBCC, encoding circ shifted info bits is identical to circ shifting the codeword.  Therefore, BCH Tr Ch processing can be described in either fashion –Figure A.1 shows the processing where codeword is circ shifted to create different RVs, whereas Figure A.2 shows the processing where info bits are circ shifted and then encoded.  Another difference between the two examples is that, in Figure A.1, all RVs are created through circ shift, whereas in Figure A.2 the RVs are created both through circ shift and through interleaving/permutation (like that in LTE.)

[image: ]
[bookmark: _Ref478074306]Figure A.1: BCH Tr Ch processing example. The offsets Δ(n) are evenly spaced so that the UE can combine RVs based on the time distance between receptions of different RVs.

[image: ]
[bookmark: _Ref474190826]Figure A.1: BCH Tr Ch processing example. (RV(n,i),i=0,1,2,3) are the four RVs for SS block index n, corresponding to omitted 2 bits of SFN. The offsets Δ(n) are evenly spaced so that the UE can combine RVs based on the time distance between receptions of different RVs.
[bookmark: _GoBack]
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