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[bookmark: _Ref129681862][bookmark: _Ref124589705]1	Introduction
It was agreed in RAN1 NR Ad-Hoc meeting [1] that LDPC codes are adopted for eMBB data channel and polar codes are adopted for eMBB control channel (except for very small block lengths). 
The detailed design of LDPC code has been extensively discussed, and several agreements and working assumptions have been achieved [2], [3]. Additionally, the coding chain for eMBB data channel was extensively discussed [3]. 
One important component of the LDPC coding chain is the CRC attachment. It was agreed [3] that 24-bit TB-level CRC is needed, at least for TBs larger than a threshold. For TBs smaller than the threshold, the TB-level CRC length may be shorter. If a TB is segmented into 2 or more CBs, then the CB-level CRC is applied to each CB. The length of CB-level CRC could be less than 24 bits, by taking into account inherent LDPC parity check capability. The exact length of CB-level CRC is to be finalized after the LDPC base graph is agreed. If a CBG contains more than 2 CBs, but not all CBs of the TB, then additional CRC bits may be attached to the CBG. 
In this contribution, we discuss the eMBB data channel processing and its associated CRC design. 
2	Discussion



[bookmark: _Ref477776720][bookmark: _Ref477791169]Figure 1: Exemplary transport block processing 
Based on the current agreement on CRC attachment, we have the exemplary transport block processing as shown in Figure 1. 
When a transport block (TB) is received, the entire TB is used to calculate the 24 CRC bits if the TB is larger than a threshold. The generated TB CRC bits could be appended to the TB payload. If a TB is smaller than the threshold, then a shorter CRC may be used. 
If the payload of a given TB plus TB-level CRC is larger than the maximum code block size (i.e., 8448 bits in [3]), then the segmentation of the TB will be needed. The number of code block (CB) segments could depend on the division of TB size (with TB CRC) by the maximum code block size. Once the number of code block segments is determined, the size of each code block segment could be made to evenly encapsulate the TB. More details about CB segmentation could be found in [4].

It was agreed [3] that code block group (CBG)-based transmission with single/multi-bit HARQ-ACK feedback is supported in Rel-15, where CBG can include one or more CBs of a TB. Hence, it is desirable to group CBs to form CBGs. Three options of grouping CBG were agreed: 1). Configure the number of CBGs per TB; 2). Configure the number of CBs per CBG; 3). Define the number of CBGs and/or the number of CBs per CBG according to a TB. 
In addition to the CBG grouping options, two options about CBG-level CRC attachment could be considered. In Option 1, no CBG-level CRC is needed. The HARQ feedback for a CBG mainly depends on CB-level CRC. Specifically, if all the CBs in a CBG pass the CB-level CRC check, along with the inherent LDPC parity check, then an ACK for this CBG is triggered. Otherwise, a NACK for this CBG is triggered. 
In Option 2, a CBG-level CRC is calculated and appended. The HARQ feedback could depend on CBG-level CRC, CB-level CRC, as well as the inherent LDPC parity check. Only if all three types of checks are passed, an ACK for this CBG is triggered. Otherwise, a NACK for this CBG is triggered. 
The first option could save the overhead of CBG-level CRC. However, its associated CB-level CRC may be of longer length. The second option could have CBG-level CRC overhead, by reducing the CB-level CRC length. Overall, the second option could have less overall CRC overhead than the first option to achieve the same level of false alarm rate. 
Suppose a CBG has  CBs, and  bit CB-level CRC is used in Option 1 and  bit CB-level CRC is used in Option 2. Also,  bit CBG-level CRC is used in Option 2. The resulting false alarm rate for Option 1 is , with a total of  CRC bits. The resulting false alarm rate for Option 2 is approximately , with a total of  CRC bits. Under the same false alarm rate condition, the number of overall CRC bits in Option 2 is generally less than that in Option 1. Consider the example of ,  for Option 1. The setting of  and  could reach the similar false alarm rate for Option 2. In this case, a total of 48 bits CRC overhead could be saved in Option 2. 
On the other hand, Option 2 involves more operations, as an additional level of CRC generation and check are applied. Hence, it could be a trade-off between system overhead and complexity.
It should be mentioned that in Option 1, the block of “CBG CRC attachment” in Figure 1 is ignored, and the order could be exchanged for the operation of “CBG generation” and the operation of “CB CRC attachment”. 
Proposal 1: Consider the two options on the CBG-level CRC attachment, in terms of trade-off between system overhead and complexity. 
The CBs are delivered to the channel coding block. Each CB will be independently encoded by a LDPC code. Since the information granularity of LDPC code may be larger than 1 bit, filler bits may be needed for some CBs. 
[bookmark: _GoBack]For a QC-LDPC code used in NR, it is desirable to have the nested structure. In other words, the base graph could consist of a high-rate core graph and a low rate extension. Hence, multiple code rates could be supported by a single base graph. For a given CB, we need to select the proper sub-matrix from the whole base graph for certain code rates, by taking the HARQ into account. Such a selection may be synchronized between transmitter and receiver. For a given sub-matrix selection, a proper lift size could be determined based on the CB size.  
The LDPC encoded block will be saved in a circular buffer. For each re-transmission, a proper subset of the bits from the circular buffer will be selected. The bit selection from the circular buffer may depend on the code rate, lift size, coded block size, etc. An alternative solution is to apply two circular buffers, one for systematic bits and the other for parity bits. This would consider the different roles taken by systematic bits and parity bits for the decoder. Different number of bits could be selected from these two buffers for each re-transmission. 
Some interleaving operations may be needed after the LDPC encoded block is saved in the circular buffer.
Proposal 2: Consider the transport block processing as shown in Figure 1 for eMBB data channel. 
3	Conclusion
In this contribution, we have the following proposals for the LDPC coding chain design and the CRC attachments: 
Proposal 1: Consider the two options on the CBG-level CRC attachment, in terms of trade-off between system overhead and complexity. 
Proposal 2: Consider the transport block processing as shown in Figure 1 for eMBB data channel. 
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