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1. Introduction
In last RAN-1 #88bis meeting [1], there are some agreements on polar code construction as below: 
	
Agreement:
· J CRC bits are provided (which may be used for error detection and may also be used to assist decoding and potentially for early termination)
· J may be different in DL and UL
· J may depend on the payload size in the UL (0 not precluded)
· In addition, J’ assistance bits are provided in reliable locations (which may be used to assist decoding and potentially for early termination)
· J + J’ <= the number of bits required to satisfy the FAR target (nFAR) + 6
· Working assumption: 
· For DL, nFAR = 16 (at least for eMBB-related DCI)
· For UL, nFAR = 8 or 16 (at least for eMBB-related UCI; note that this applies for UL cases with CRC)
· J’>0
· Working assumption: J”<=2 additional assistance bits are provided in unreliable locations (which may be used to assist decoding and potentially for early termination)
· Can be revisited in RAN1#89 if significant benefit is shown from a larger value of J” without undue complexity – companies are encouraged to additionally evaluate J”=8
· The J’ (and J” if any) bits may be CRC and/or PC and/or hash bits (downscope if possible)
· Placement of the J, J’ (and J” if any) assistance bits is FFS after the study of early termination techniques
· Appended?
· Distributed?
· evenly?
· unevenly? 




An assistance bit for polar decoding is a linear combination of some information bits that are decoded prior to that assistance bits. The assistance bits are classified into two types according to how they are used at the decoder: those for pruning paths in a hard-decision manner and those for updating path metric during SCL decoding. CRC-aided polar (CA-polar) codes use only the former type of assistance bits, while parity-check CRC-aided polar (PC-CA) codes utilize both types of assistance bits at the decoder. In this contribution, we compared these two classes of polar codes under the agreement on the number of assistance bits.


2. Code Construction with Assistance Bits
First, we define following basic notations for polar codes in this contribution.
[bookmark: OLE_LINK10][bookmark: OLE_LINK1]- : the number of information bits excluding CRC bits
- : the number of CRC bits
- : desired code rates (CRC bits are classified as parity bits)
- : the number of codeword bits ()
- : mother polar code size
- : list size of successive-cancellation list (SCL) decoder 
According to the agreement in #88bis meeting, we use  and  to denote the number of assistance bits in reliable locations and unreliable locations, respectively. The assistance bits in reliable locations may include additional CRC bits, so we divide a set of  assistance bits in reliable locations into two subsets:  additional CRC bits and  other assistance bits. 
In CA-polar codes,  additional CRC bits are used, and no more assistance bits are considered, i.e., , and . Since it was agreed that , we consider  additional CRC bits not to make FAR degraded. In PC-CA polar codes,  bits are additional CRC bit considered, and at most  candidate paths are checked by CRC error detection at the decoder even though the list size is greater than . Additionally,  bits are PC-frozen bits competing with information bits at reliable subchannel region, and  bits are PC-frozen bits allocated to remaining subchannels.
[image: ]
Figure 1  Subchannel allocation for CA-polar and PC-CA polar codes
Fig. 1 describes subchannel allocations for CA-polar codes and PC-CA polar codes. In CA-polar code construction, after eliminating shortened or incapable subchannels, the best  subchannels in terms of reliability are simply chosen to deliver information and CRC bits. PC-CA polar code construction requires more steps for subchannel allocation as follows:
1) The best  subchannels in terms of the reliability are chosen for information bits, CRC bits, and PC-frozen bits in reliable locations.
2) From these  subchannels,  subchannels with the minimum row weight are allocated to PC-frozen bits and others are used to transmit information and CRC bits. Therefore, row weights of  subchannels should be analysed and sorting of row weights should be carried out in every encoding and decoding procedures. If the number of subchannels with the minimum row weight is greater than , then the most reliable subchannels among them are selected.
3)  PC-frozen bits are chosen from unreliable locations. It has not been discussed yet which criteria is applied to choose subchannels for  PC-frozen bits.
Observation 1: PC-CA polar code construction requires more complicated steps including row weight analysis and sorting for subchannel allocation compared CA-polar code construction. These additional operations are never carried out for CA-polar codes regardless of how efficiently they can be implemented. 
There is a trade-off between capacity and codeword distance property in CA-polar and PC-CA polar code construction. Since  PC-frozen bits are allocated to subchannels of which row weights in the generator matrix are small, information bits are assigned to subchannels with relatively larger row weights in average compared CA-polar codes. However, some of information bits of PC-CA polar codes are allocated to worse subchannels in terms of reliability, and it results in performance degradation in terms of symmetric capacity. As a result, PC-CA polar codes have better codeword weigh property but worse sum subchannel capacity compared to CA-polar codes. 
Observation 2: There is a trade-off between the weight property and the sum capacity in polar code construction. PC-CA polar codes have better weight property and worse sum capacity compared with CA-polar codes.

3. Performance Evaluation
[bookmark: OLE_LINK18]In this section, the performance of CA-polar codes and that of PC-CA polar codes are compared under the agreement that we made in the meetings. Table 1 shows details about our performance evaluations. As agreed, SCL decoding with  is considered, and CA-polar codes and PC-CA polar codes are constructed based on the same PW sequences for fair comparison.
Table 1. Evaluation Setting 
	
	CA-Polar Codes
	PC-CA-Polar Codes

	Code construction
	[bookmark: OLE_LINK2]PW sequence in [1]
	PW sequence 
& PC-frozen bit generation rule [1]

	Decoding algorithm
	CRC-aided SCL decoding
	PC-&-CRC-aided SCL decoding

	CRC bits 
	DCI: 19 (16+3)
UCI: 11 (8+3)
	DCI: 18 (16+2)
UCI: 10 (8+2)

	Assistance bits 
	0
	6 (including additional 2-bit CRC)

	Assistance bits 
	0
	2 

	List size 
	8

	Info. bits 
	DCI: 16:8:120
UCI: 80:8:200

	Code rate 
	1/12, 1/6, 1/3, 1/2, 2/3



For CA-polar codes,  additional CRC bits are used to improve the BLER performance while achieving target FAR. To maintain FAR that we have achieved in LTE, 19-bit CRC (0x2D0B5) code and 11-bit CRC (0x385) code are used for DCI and UCI, respectively. A MSB-first notation is used to represent CRC generator polynomials, and we assume that all CRC bits are not distributed and just appended to the end of information bit sequence.
PC-CA polar codes employ at most 8 assistance bits according to the agreement. We follow a CRC code and PC-frozen generation rule introduced in [2]. First,  additional CRC bits are considered for CRC-aided operations, and thus 18-bit CRC (0x258D3) and 10-bit CRC (0x3D9) are used for DCI for UCI, respectively. Even though the list size is greater than 4 at the decoder, only 4 most reliable paths are checked after SCL decoding not to degrade FAR. Then, at most  PC-frozen bits are located at reliable locations. The total number of assistance bits in reliable locations . In most cases of  that we have considered in our simulations, , but  for some small  and . After subchannel allocations for information bits and  assistance bits in reliable locations, we simply choose some of the remaining subchannels to assign  assistance bits by following rules:
1) The most reliable  locations among remaining subchannels
2) Random  locations among remaining subchannels (after a subchannels assigned for the first information bits)
3) The last  locations among remaining subchannels
[bookmark: OLE_LINK9][image: ]
Figure 2  Performance comparison of CA-polar codes PC-CA polar codes for DCI

[image: ]
Figure 3  Performance comparison of CA-polar codes PC-CA polar codes for UCI
Fig. 2 and Fig. 3 show the performance comparison of two code types for DCI and UCI, respectively. In addition, in Appendix I and II, the performance of CA-polar codes and PC-CA polar codes with 2) and 3) settings for  locations are compared. Regardless of how to determine  locations, the performance of both codes is comparable to each other. PC-CA polar codes perform as good as CA-polar codes since they also employ CRC-aided codeword check at the end of SCL decoding. However, there is no clear gain in terms of BLER performance even though more assistance bits and additional operations are used for PC-CA polar codes.
Observation 3: According to actual BLER performance evaluations, CA-polar codes and PC-CA polar codes show comparable performance under the agreement on the number of assistance bits, although CA-polar codes employ fewer assistance bits. Even the performance of CA-polar codes is slightly better than PC-CA polar codes in some cases.
[bookmark: _GoBack]
Proposal 1: CA- polar code should be considered as a baseline of polar coding.

4. Conclusions
In this contribution, we had observed followings:
Observation 3 (Alt. 2): CA-polar codes and PC-CA polar codes show comparable performance under the agreement on the number of assistance bits, although CA-polar codes employ fewer assistance bits. Even the performance of CA-polar codes is slightly better than PC-CA polar codes in some cases.

Observation 1: PC-CA polar code construction requires more complicated steps including row weight analysis and sorting for subchannel allocation compared CA-polar code construction. These additional operations are never carried out for CA-polar codes regardless of how efficiently they can be implemented. 
Observation 2: There is a trade-off between the weight property and the sum capacity in polar code construction. PC-CA polar codes have better weight property and worse sum capacity compared with CA-polar codes.
Observation 3: According to actual BLER performance evaluations, CA-polar codes and PC-CA polar codes show comparable performance under the agreement on the number of assistance bits, although CA-polar codes employ fewer assistance bits. Even the performance of CA-polar codes is slightly better than PC-CA polar codes in some cases.
Based the technical observation, we have following proposal.
Proposal 1: CA- polar code should be considered as a baseline of polar coding.
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Appendix I. CA vs. PC-CA (assistance bits in the last locations) 
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Appendix II. CA vs. PC-CA (assistance bits in random locations) 
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