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1 Introduction
As for DL resource allocation, it was agreed that data channel can have variable duration from 1 symbol to multiple slots and start at any symbol in following agreements [1], [2]. 
	RAN1#86bis Agreements:
· Slot aggregation is supported

· Data transmission can be scheduled to span one or multiple slots

RAN1#88bis Agreement:
· UE can be configured to “monitor DL control channel” in terms of slot or OFDM symbol with respect to the numerology of the DL control channel
· Specification supports occasion of “DL control channel monitoring” per 1 symbol with respect to the numerology of the DL control channel
· Note: This may not be applied to all type of the UEs and/or use-cases
· FFS whether or not total number of blind decodings in a slot when a UE is configured with “DL control channel monitoring” per symbol can exceed the total number of blind decodings in a slot when a UE is configured with “DL control channel monitoring” per slot
· Data channel (PDSCH, PUSCH) duration and starting position
· Specification supports data channel having minimum duration of 1 OFDM symbol of the data and starting at any OFDM symbol to below-6GHz, in addition to above-6GHz
· Note: This may not be applied to all type of UEs and/or use-cases
· UE is not expected to blindly detect the presence of DMRS or PT-RS
· FFS: Whether a 1 symbol data puncturing can be indicated by preemption indication
· FFS: combinations of data duration and granularities of data position
· Specification supports data having frequency-selective assignment with any data duration
· FFS: relations between “DL control channel monitoring” occasions and data channel durations

· Note: this is addition to the agreements at RAN1#86.

· Note: 1-symbol case may be restricted depending on the BW.
RAN1#88bis Agreements:
· The duration of a data transmission in a data channel can be semi-statically configured and/or dynamically indicated in the PDCCH scheduling the data transmission

· FFS: the starting/ending position of the data transmission
· FFS: the indicated duration is the number of symbols

· FFS: the indicated duration is the number of slots

· FFS: the indicated duration is the numbers of symbols + slots

· FFS: in case cross-slot scheduling is used
· FFS: in case slot aggregation is used

· FFS: rate-matching details

· FFS: whether/how to specify UE behavior when the duration of a data transmission in a data channel for the UE is unknown


In this contribution, it is discussed how to design DL resource allocation in time domain perspectives by considering variable data channel duration and Transport Block (TB) and Transport Block Size (TBS) (especially in case of slot aggregation), respectively. As for variable data channel duration, it will be represented how data channel can be mapped according to control channel. As for TB and TBS in case of slot aggregation, it considers on various options about the relation between slot aggregation and TB as well as supportable TBS in each options. 
2 Variable data channel duration
Flexible data scheduling would be possible in NR as data transmission can have variable lengths which consist of symbols or slots as well as variable data stating position. That is, scheduling unit would be variable, and then gNB may be able to utilize time resource more flexibly than LTE does where data scheduling unit is a subframe. 
Furthermore, a UE can be configured with monitoring NR-PDCCH per symbol or per slot with respect to numerology of DL control channel. In other words, UEs have different monitoring periods with having a granularity of symbol. For example, as an extreme case, a UE has to monitor NR-PDCCH candidates within CORESET in every symbol. 
Under the assumption that those above things are made into one scenario, the Figure 1 would happen in NR. As shown in figure 1, data is scheduled to a UE by a DCI within the 1st CORESET and the scheduled data region is indicated to the UE with overlapping with the 2nd CORESET. Then, it should be discussed how the UE interprets the allocated data region. 
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Figure 1 Control and data transmission
The first method is that the UE assumes that data is not mapped onto the following CORESET resources (e.g., 2nd CORESET as shown in Figure 1). If so, the UE would try to decode only scheduled data region which is not occupied by 2nd CORESET with an assumption of whether data is punctured or rate-matched. The solution is simple to implement and it does not require any specification effort. However, as mentioned briefly before, the amount of available data resource would be insufficient if a UE is configured to monitor PDCCH per symbol and the bandwidth of CORESET is allocated largely within the UE operating bandwidth.
The second method is that the UE assumes that data is mapped onto the configured CORESET resources. That is, data will be transmitted in scheduled data region including CORESET (e.g., 2nd CORESET in Figure 1). The UE may believe that scheduled data region includes data to be transmitted regardless of CORESET existence. This approach would be simple as the UE just receives indicated data region. However, some important control information (e.g., time sensitive message) cannot be immediately delivered to the UE as data would occupy CORESET. For example, it will increase latency to time-sensitive operating UEs (e.g., URLLC UEs) when above situations happen. Accordingly, the role of gNB is very important to operate this approach, for example, when and how to schedule data occupying CORESET while this problem may not happen in case of the first method. 
In terms of TBS, different data durations would have different supportable TBSs. For example, the maximum TBS in case of one symbol data transmission may be different with the maximum TBS in case of two symbol data transmission. That is, as LTE, it is recommended that the maximum TBS is designed basically based on one slot. Then, in case of the length than smaller one slot, effective TBS would be decided according to data transmission duration that is similar to DwPTS of LTE. However, it should be excluded on defining TBS in case of the length having larger one slot (e.g., slot aggregation). Likewise, it should be taken that effective TBS would be oversized for longer data transmission larger than one slot into account. This issue is revisited in following section. 
Proposal 1 RAN1 should consider data resource mapping by taking CORESET into account. 
Proposal 2 RAN1 should support to design TBS based on one slot as a baseline.
3 TB/TBS in case of slot aggregation 
Control signalling overhead for scheduling can be reduced from slot aggregation where the amount of overhead reduction is in proportional to the number of aggregated slots. The conceivable options for slot aggregation are as follow:

Option 1: Single scheduling grant in a slot schedules N (N(1) Transport Block (TB) transmissions in N slots (i.e. an independent transport block per slot)

· Each TB is mapped on each slot and associated with its own HARQ process.

· N HARQ-ACKs are feedbacked in response to N TBs.

· LTE eLAA adopted option 1 as a multi-subframe scheduling operation.

Option 2: Single scheduling grant in a slot schedules the same Transport Block (TB) transmissions in N slots (i.e. same transport block with RV change in each slot)
· The same TB is mapped on each slot possibly with varying redundancy version (RV)

· The TB (i.e. the same across N slots) is associated with a single HARQ process. 

· A single HARQ-ACK is feedbacked in response to the TB.

· LTE TTI bundling and eMTC work in accordance with option 2. That is, the coverage extension would be the main benefit of option 2.

Figure 2 illustrates above 2 options for slot aggregation. Joint operation of slot aggregation and self-contained transmission would be possible, e.g., the last slot of the aggregated slots can accommodate both data transmission and corresponding HARQ-ACK transmission. In addition, most DL aspects with respect to slot aggregation seem to be generally applicable to UL scheduling case. 
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Figure 2: Slot aggregation options
Slot aggregation can be configured by semi-static signalling or by dynamic signalling in terms of enabling slot aggregation, aggregation length, etc. Concerning DCI for slot aggregation, there is a trade-off between signalling overhead reduction and scheduling flexibility. In extreme case, every control field (e.g., resource allocation, MCS, HARQ information, etc.) can be slot-specific, which becomes identical to the scheduling without slot aggregation. Option 1 has a room to adjust the trade-off while it seems not for option 2 and 3 due to single TB transmission. 

The supportable TBS would differ from each option. For example, Option 1 can support the same TBS as of the case without slot aggregation. On the other hand, Option 2 may support subset of TBS from Option 1 (e.g., for coverage extension). 
On the other hands, it might be considered that one TB can be spanned over multiple slots as an additional option. However, this option should not be taken into account due to following reasons. First, it will increase processing delay for UE to prepare HARQ-ACK about receiving a TB being over several slots. NR already supports front-loaded DMRS to decode a TB quickly. In this regard, this option has the opposite way as UE would decode a TB slowly. Furthermore, it would be over specification effort if TBS is also designed in this option. Hence, TBS should be designed based on a unit of slot as a baseline and it should be avoided that TBS for multiple slots (or larger than one slot). In short, each slot should have one TB in case of slot aggregation such as option 1 or option 2.
Proposal 3 RAN1 should support one TB per slot in case of slot aggregation. 
4 Conclusions
In this contribution, it has been discussed on mapping of control and data region and TBS issues according to different data transmission duration and slot aggregation. The followings are summary of this contribution. 
Proposal 1 RAN1 should consider data resource mapping by taking CORESET into account.
Proposal 2 RAN1 should support to design TBS based on one slot as a baseline.
Proposal 3 RAN1 should support one TB per slot in case of slot aggregation.
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